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1. Introduction

The term Asyngas &ynthesis gddh o rst ean esdy nfoonrynrm offor A
field of combustion chemistnByngass the mixture of hydrogen @iand carbon monoxide
(CO), and possible additiondiluted species such as carbon dioxide {C&nd/or water vapor
(H0) , et c. n We t CO0 is distinct from Adry C
absence of any hydrogen compound. The distinction is important because the combustion
characteristics ahe two gas mixtures are very different. From a practical point of \aaly,
the combustion of wet CO is relevdj.

Syngas can be produced by the gasification of coal or bid@as The resulting gas
mixture can then be used for electricity production in gas turbines {@&j)nal combustion
enginesand boilerg5]. The use of syngas as a fuel may provide a clean (low emissionr), well
controllable and efficient way of energy productitimerefore it is relevant in environmental
protection[5]. To design new syngdmsed engines or power plants, accurate chemical
kinetic models are needed that can describe the combustion of syngas mixtures under
conditions relevant to thimdustrial applicationIn recent years, several kinetic mechanisms
havebeen published that aimed to describe the combustion of syngas mjgtiadsIn the
work of Varga et al[11], a collection of syngas combustion mechanisms (published before
2016) can be found.

The accurate modeling of syngas combustion is important &mawother aspect as well.
Today, in most internal combustion engines, the main fuelhigdrocarbon or a hydrocarbon
mixture However, it is welknown that the oxidation kinetics of hydrocarbons has a
hierarchical naturfl]. It means that, at high temperatures, small molecules and radicals
control the oxidation kinetics of fuels with a larger carbon number. In this mechanism, CO is
a very important intermediate specjk The combustion mechanism of syngas/G0) is
the basis of all higitemperature hydrocarbon oxidatifi].

Nowadays, a great interest can $eentoward the exploration of the combustion
mechanisms ofjlas mixtures that contaaisonitrogen compounds. The reason for this is that
one of the most important issues of recent times is the reduction of the emission of air
pollutants. Air pollutants are predominantly formed in the combustion of fossil fuels during
energy production. Thegwocesses take place in, for example, the industry, the heating of
households, and transportation. One of the most important groups of air pollutants is nitrogen

oxides. Based on quantity and stability, the most significant nitrogen oxides are nitric oxide



(NO), nitrogen dioxide (N, and nitrous oxide (pD), and these compounds will be referred
to as NQ here This study investigates the combustion of synga$Q@) mixturesthatalso
containat least one of the NGpecies.

The NG compounds have severarmful effects on the environment and theman
health. NO and N@significantly contribute to the formation atid rainin the troposphere
and are major constituents @fiotochemical smodN-O is inert, not soluble in watesoit has
a large residenc@me in the troposphere, atldereforeit can reachalsothe stratosphere. The
molar absorption coefficient of X is largein the IR range but it ismallin the UV/VIS
range, henceN>O is a greenhouse gasMoreover, itcan be converted to NO, and NO
catalyzes the decomposition of ozone in the stratosphiesefore N2>O indirectly contributes
to thedestruction of the ozone laydvlore details on the role of the N©ompounds in the
atmosphere can be found in the book of Seinfeld and Perfiliueto these harmful effects
of the NG compounds, the minimization of NGmission is crucial during the energy
producing processes, and in the meanwhile, the efficiency of the energy production should not
deteriorate significantly. To find an optimum of $eetwo purposes, it is necessary to know
the chemistry of the reactions that occur in the combustion charmmb&nginesand gas
turbines.

Though in gas turbines améciprocatingengines, the nitrogen is initially predominantly
present in the form of Nthat comes from the air (oxidizer), the investigation of fuel/oxidizer
gas mixturedopedwith NOx compounds is itself very important. First, N@ompounds,
even in very small amounts, have a significant effect on most combustion systems such as
syngas/oxidzer mixtures: by opening new reaction paths, and most importantly by altering
the H/O radical pool during combustion, they can change the reaction rate substantially. This
property is called theensitizing effectThis effect was demonstrated severalcombustion
systems from low to high temperatures for various fugl8-19]. The investigation of
syngas/NQ systems is of particular importanes Ahmed et al[20] showed that the NO
formation and the kinetic fuBNOyx interactions are still not explored appropriately in
hydrogen and syngas combuostisystems.

Second, if too much NQs formed during the operation of a power plant or a means of
transport, then the NGemission must be reduced. Several methods have been developed for
this purpose. To improve the techniques of controlling the-&f@ission of combustion

systemspetterknowledge of NQ chemistry is inevitable.



2. The objectives of the present study

The Chenical Kinetics Laboratorat ELTEE° t v © s &Jniwersity[21] deals with

the computer modelingf gasphase combustion processes. The group aims to evaluate the

performance of combustion models based on experimental data from the literature and to

develop new combustion miganisms for various combustion systems. The work presented in

this study was carried out within the frame of this research group. My research investigated

the combustion of gas mixtures in which the fuel was syngd€Q@), and NQ species were

also addedo the mixture.
The aims of this study can be summarized as follows:

(i) Collection ofexperimental data on the combustion of syngas/¢3 mixtures from the
literature and preparg data files that are suitable for simulation programsntwiel
these experients.

(i) Collection ofrecent, detailed reaction mechanisms from the literature that can describe
the combustion of syngas/N©ombustion systems.

(i) Simulation of the collected experiments with the mechanisisisg two different
numericalsolverpackages

(iv) Quantitative evaluation of the performance of the mechanismer various conditions
based on the simulation and experimental results

(v) Comparison othe performance of the mechanisim& quantitative way.

(vi) Comparison ofhe simulation results obtained by the two solver packages.

(vii) Investigation of the begterforming model bysensitivity analysis to identify the
parameters that are most influential on the model outputs.

(viii) Discussion ofurther research opportunities.



3. Liter ature review and data collection

In this section, the experimental techniques often applied for the investigation of the
combustion chemistry of syngas/N@as mixtures are introduced first (Secti). After
that, | present the data that were collected from the literature and that will be used in this
study for the comparison of the performance of the mechanisms (Sé@&ioRinally, | show
the recent reaction mechanisms that can describe the combustion of syngaste@®s and
that were investigated in thisvork (Section3.3.2. The structure of gaghase combustion
mechanisms is also discussed briefly based on the CHEMKIN reaction mechanism format
(Section3.3.J).

3.1. Indirect experimental techniquesin combustion chemistry

In Sectionl, it was discussed why the computer modelingyfgasNOx combustion
systems is important in practice. When a reaction mechanism is being developed, researchers
rely on various types of data: results of theoretical chemistry calculations, direct experimental
data, and indirect experimental data. The restlthepretical chemistry calculatiog2-25]
are primarily used to determine the thermochemical data of a species or to estimate the rate
coefficient of a selected reaction at different pressures and temperatures. The latter purpose
can also bedchieved by performingirect experimentf26-29].

In the case ofindirect experimenisa quantity that is characteristic of the whole
reaction, i. e., the whole set of reaction steps, not only one rea@mnsstneasured. When a
reaction mechanism has been constructed, it must be validated against experimental data,
which means that indirect experiments are simulated with the mechanism, and the simulation
results are compared to the results of the indieqieriments. The more accurate the
predictions of the mechanism compared to itidirect experimental results, the better the
performance of the model.

Since the main aim of this treatise is to compare the performance of several combustion
mechanisms fosyngas/NQ systems, some indirect experimental techniques that are relevant
for this research are introduced in this section. These methods can be divided into two groups.
One group contains methods in which éx@eriment can be simulated by a homogeneass g
mixture modeksee[30] and p.339. in[31]). These techniques are discussed in SecBdhl

The homogeneity of the gas mixtutan be pproximatedexperimentally by premixing the



reactantso aimthefiper f ect 6 mi xing of the reactor zo
systems is calle@eradimensional(OD) because the physi¢ahemical properties do not
depend orany spatial coordinaten the simuétion The experimental studies of flames belong

to the other group. The computer simulation of flames is more complicated than that of
homogeneous systems because flames can only be simulatespabwally one or
moredimensional models. In this studypne-dimensional (1D) flames are treated
(Section3.1.2 whosephysicatichemical properties are a function of the distance from the flat

burner platgburner stabilizedlames)

3.1.1.Spatially homogeneous reactomodels

3.1.1.1. Jet stirred reactor (JSR)

The main part ot jet stirred reactor(JSR),which isoften called theperfectly stirred
reactor (PSR), is a spherical reactoitivawall made of glass or quartz placed in a thermostat
to keep the reactor at constant temperathigu¢e 1, Figure 2). After the preheating section,
the reactant gases that are usually highly dilutigdl the bath gas are continuously introduced
into the reactor at a given mass flow rate through nozhkspoint in different directions
causing a turbulent flow in the reactor. In this construction, it can be assumed that the gases
are perfectly mixed in the sphere, and therefore the reaction mixture can be considered
homogeneous. The temperature in teactor is measured by thermocouplegre 2) and
the pressure is kept constant. At the opposite side of the sphere relative to tlaa oudet
valve can be found. This valve is opened at a given pressure such that a steady state is
maintainedin the reactor. When the steady state has evolved, the outlet gas mixture is
sampled and analyzed by the appropriate analytical techniques. The importaithexia
parameters in JSR measurements are the residence time in the reactor and the volume of the
reactor{32-34]. The residence time is usually denotedlbgnd it is the time that the inlet
gases spend in the reacton averagehetween the ilet and the outlet. If the mass flow rate
of the reactants is set to constant in the experiments, the residence time decreases with
increasing temperature.

Note that preheating and high dilution of the reactants are needed to minimize the
temperature fluctations in the reactor caused by the heat effects of the chemical reaction.
This way, the temperature of the reactor may be kept at a constant value within a few kelvins.

Note, however, that if the gas mixture is not highly diluted or if the reactiondrgdarge

8



heat effects, the temperature of the reactor may vary significarity in this case, the
isothermalsteady statenodeling approach may not be valid for this experiment type. A more
detailed theoretical and practical overview of the jet stimeactors used in combustion
studies can be found in Chapter 8 of the book of Batirlerc et al[35].

L
9k 2

ﬂ%l__j

-t

6
1 7
8
Figure 1. The jest stirred reactarsed at the 9
Laboratoir E&®R®acdiesn®r ) ] ) )
France). Source of the figure: p. 186. of the book Figure 2. The schematic of a jet stirred reactor.
Battin-Leclerc et al[35)]. 1. preheating resistor, 2apillary for the inlet of the

fueli bath gas mixture, 3: inlet of the oxidizéath
gas mixture (main flow), 4: heating resistor, 5: poi
of mixing, 6: injectors, 7: the spherical reactor, 8: ¢
outlet valve and sampling, 9: thermocouple.
Source of thdigure: Dagaut et a[.32].

3.1.1.2. Shock tube (ST): measuringhe ignition delay time

The shock tube(ST) is a $10-meterlong steel tube with a diameter of 60n,
typically. The tube is divided into two compartments by a membndneh is also called a
diaphragm Figure 3). In one of the compartments (tleiver sctior), there is the high
pressure (ca. 5&m) driver gas which is an inert gas (usually Ar af).Nn the other
compartment (thedriven sectiol, the investigated lowpressure fuéloxidizeii diluent gas
mixtureis located

At the start of the measurement, the diaphragm is ruptured mechanically (e. g., by a
sudden increase of the pressure), and a shock wave starts propagating in the tube towards its
low-pressure end, this is the-salled incident shock waveThis propagatingshock wave
compresses the gas mixture in the tudmnsequently, the temperature and the pressure of the

gaslocated in front othe shock wave increase suddenly. As the shock wave reaches the low
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Figure 3. The schematiepresentation of a shock tube used in the work of Zhang[&6hl.

pressure end of the tube, it is reflectatk from the wdl, and the secalledreflected shock
wavestarts propagating in the opposite direction (towards the originallygriggsure end of
the tube). The reflected shock wave has the same effect on the gas mixture as the incident
shock wavetherefore another sdden increasm the temperature and the pressure of the gas
mixture can be observed. Nowadays, in almost all measurements, the experimental conditions
are designed such that the ignition takes place due to the reflected shock wave, and the
incident shockwave has only the role of pteeating the mixture. The reason for this is that
the computer simulation of the ignition behind the reflected shock wave is simpler and more
reliable.

Due to the ignition, the pressure and the temperature of the gas mixture often increase
suddenly, once more. However, since the gas mixtures are usually highly dilutedsthere
and temperature increase are often not very significant. In these cases, the start of the ignition
is usually indicated by the sudden increase of the concentration of intermediate species that
are typically highly reactive radicals. The concemntratof these radicalaremeasured byn
optical spectroscopy technique. The ignitioradfigh-pressure anetkemperature gas mixture
does not take place immediately upon the arrival of the reflected shock wave, but only after a
certain amount of time winethe radical concentrations are so large that they can induce the
ignition. The elapsed time between the compressioa.,(the arrival of the reflected shock
wave) and the ignition is called tignition delay timgusually denoted by G, or IDT), and
the shock tube is most often used for measuring this quantity.

The ignition delay time can be deted in many ways, depending on the actual

experimental deviceRecently, Zhang et dl37] collected 37 different ignition delay time
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detection methods in methane combustion experiments.
In the work of Burke et a[38], several modern

experimental constructions of shock ¢gbare shown,
which are applicable for the determination of ignition
delay times. @

s
3.1.1.3. Tubular flow reactor (FR) J \

/
RO,
The tubular flow reactor (FR), which is often
referred to aplug flow reactor is a quartz or glass tube @

/ s
which is heated (thermosgat) by electric cartridges 1 d
from the outside. At one end of the tube, the reactant
gases and the inert bath gas(es) enter the tube in
separate inlets, and they flow through the tube with a ‘ z

the other end of the tube, the outlet gas mixture is

constant flow speed. The chemical reaction takes place
in the tube &t the preselected temperature), and then, at J
cooled down, and the concentrasmf some chemical @ @

speciesare measured by the appropriate analytical
] ] - Figure 4. Schematic of a tubular flow
technique(s). To approximate the conditions of reactor. 1: inlets for reactants,

. .. . 2: inlet for inert bath gases (mdiow), 3:
homog@eous combustion, a mixing zone aced (eactant mixing zone and injection into

the main flow, 4: reaction zone,
5: outlet, 6: cooling air.

mix. A schematic of a tubular flow reactorgévenin  Source of the figure: Glarborg et {39].

before the reaction zone where the reactant gases can

Figure4. The temperature is measured by thermocouples in the reactor along the tube, and the
pressure is also recorded.

Note, that to ensure a uniform temperature profile in the reaction zone, the inlet gases
are preheated by separdtermostats. However, @ally uniform temperature profile still
cannot be created along the whole tube despite this ;etffiertends of the tube are always
cooler than the reaction zone (the middle paBhmetimes, the authors publish the
experimentallyneasured temperature profiles along the reactor Bigsre5). In these cases,
the simulations of flow reactor experiments can be performed using teegeerature
profiles, the length and the diameter of the reactor, and the flow velocity of the inlet gas
mixture as inputs. As can be seerrigure5, it usually can be achieveabat the reaction zone

has a constant temperature within a few kelviikerefore, in the lack of experimental
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Figure 5. Experimentally measured temperature profiles along the axis of a tubular flow reactor at different
isothermal zone temperatures at 30 bar during ammonia oxiddtiprsource of the figure: Song et pd1].

temperature profilest is a good approximation that the reaction takes place at a constant
temperatureln these cses, the residence time of the gas mixture in the reaction zone and the
isothermal temperature are used as input parameters for the simulations. Of course, the latter
approximation is less accurate.

There are two types of flow reactor experiments widedus combustion chemistry:
measuring outlet concentrations or measuring concentrétioa profiles. In the first case,
the outlet concentration of some species is measured as described above. Usually, these
measurements are carried out at differenttr@ademperatures and the outlet concentrations
are plotted as a function of temperatLi4, 39, 40], but other properties can also be chosen as
the independent variable such as the initial concentration of a sfg®;id§] or the residence
time[40]. In the case of concentratidime profile measurements, the concentratiminsome
speciesaremeasured as a function of reaction time at constant temperature and pidssure.
different reaction times are ensured by sampling the flowing gas mixture at different axial
positions compared to the point of mixing. The distances are then converted to reaction times
by taking into accourthe mass flow raseof the gases.

A detailed theoretical and practical description of flow reactor experiments in

combustion chemistry can be found in Chapter 9 of the book of Batierc et al[35].

3.1.2Burner stabilized flames(BSF)

The investigation of flames reveals additional important physical properties of the

investigated system. For the validation of combustion mechanisBhsxperiments are
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frequenty applied, because theearewidely used computer codéisat can relatively easily
simulate such experiments. The modeling tab- or threedimensional experiments is
computationally more challenging and expensive. In this section, one type-dinoeesiamal
experiments with flames is introduced, namehg investigation of the structure of burner
stabilized premixed flat flames.

In a typical burner stabilized flame experiment, the concentration Eafflesome
speciesare measured in the flame. The mdstquently used experimental device is the so
calledflat flame burnerFigure6). In this case, the flame is stabilized on the burner readi
the flameis assumedio be stationary. In these experiments, the concentrat@nsome
speciesaremeasured as a function of the distance from the burner plategbsrtz sampling
nozzle oran appropriate spectroscopy methd@-44]. In Figure 7, the schematic of an
experimental setup is shown from the work of Seery g¥3dl.in which molecular beam
sampling with mass spectroscopy was applied to analyze the structure (composition) of the
flame.

In these measurements, there is heat loss from the flame towards the burner plate, so the
flame front is not adiabatic. The computer simulation of these flames is rather challenging
without knowing the experimental temperature profile above the hutherefore the
temperature of the flame ®slso usually measured as a function of the distancen ftbe
burner plag. This temperature distribution is used as an input parametehdaromputer

simulations.

Bronze ring for ION SOURCE E ':?""TO ION DETECTOR

shroud gas flow Bronze | SUURLE R

burner plate MASS SPECTROMETER

6.7 x10—4 Pa
SKIMMER CHAMBER

TUNING FORK

1.33x10—3 Pa
NOZZLE CHAMBER

1.33 x10—2 Pa

SKIMMER;?
10.1 kPa

~VACUUM PUMP
BURNER CHAMBER

.........

VERTICAL ——
TRAVERSE PREMIXED
Gas inlet

GASES

Figure 7. The experimental setup of a flat flame

burner measurement using molecular beam samg

and mass spectroscopy for analyzing the flame

Figure 6. The crosssection of a flat flame burner. Th structure. The figure was modified from the work
figure was modified fronj45]. Seery et al[42].
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3.2. Collection of indirect experimental data on syngas/NQsystems

In this section, the collected indirect experimental data from the literature are presented
and the main features of the data colmttare discussed.able1 and Table 2 contain the
collected indirect experimental data ttzae used in this study for mechanism comparison.
Table 1 summarizes the main targets of the experiments, Balle 2 contains the
experimental conditions in more detail.

In Table 2, the composition of the gas mixture is characterized by thealted
equivalence ratip wihijch isoften denoted byi. This quantity is defined dsllows:

r]fuel
n.. .
F_o o><|d|ier , 1
anfuel 0 ()
(0}
G oxidizer  stsichiometric
whereni s t he mol ar amount of the component. Her

fuel-rich or fuetlean compared to the stoichiometry of the main combustion reaction. If
0 <1, the mixture is fuel e a n ,>1,iitfis fuglr i c h, ah d is ieferredito as
stoichiometric.Table2 also shows that the oxidizer was i@ most experiments, and the inert
bath gas (diluent) wasoNIn a few caseD. was replaced by XD as the oxidizer, and in
these experiments,.Nvas replaced by Ar.

Table 1. The main targstof the indirect experiments ot O/NCQ, systems.

Reference Apparatus Main target

Dagaut (2003)33] ISR reburning with H/CO

Dagaut (2003)34] sensitizing effects of NO onACO oxidation, reburning with #iCO
Dean (1978]46] ST ignition of H/CO with NbO asoxidizer

Kopp (2012)[47] ignition of H/CO with NbO asoxidizer

Hulgaard (1993)48] decomposition of D in the presence of CO

Roesler et al (1999419 sensitizing effects of NO on moist CO oxidation

Glarborg (1995]50] sensitizing effects of NO/N£bn moist CO oxidation

Glarborg (1996]39] R sensitizing effects of NO on moist CO oxidation

Alzueta (1997)51] reburning with CO

Mueller (1999)[15] sensitizing effects of NO/N£bn moist CO oxidation (up to 10 atm)
Glarborg (2000]52] reburning with H/CO

Rasmussen (200814] sensitizing effects of NO/N£dn H,/CO oxidation (up to 100 atm)
Dindi (1991)[53] BSF structure of CO/MO flames at lowp

Vandooren (199743 structure of HHICO/N,O/Ar flames at lowp

14



As seen inTablel, the indirect experiments may be grouped into three categories based
on the target of the investigations. Themain groups are theeburning process of
nonthydrocarbon fuels, theensitizing effects of NO/NOon syngas combustion, and the
combustion of syngas#® systems. The first two processes are discussed in SEgioh

and3.2.2in more detalil

15



Table 2. Indirect experiments onJO/NQ, systems and the experimental conditions.

Reference App.2 | Profile | XML/ Ds./Dp® Fuel Ox.° Dopant Dil.d p/atm T/K a
Dagaut (2003)33] ISR Coutl U 2/9/96 H./CO Oz NO N> 1.0 1100, 1400 0.525
Dagaut (2003)34] Coud T 3/8/87 H./CO O, NO N> 1.0 8001 1400 0.1,1.02.0

Subtotat 5/17183
Dean (1978]46] ST DTiT 4/4/47 H./CO N2O ) Ar 1.212.2 2000 3000 3.0,11.6
Kopp (2012)[47] 2/2/33 H2/CO N.O i Ar 1.4,10.4 1650 2250 3.1
Subtotat 6/6/80
Hulgaad (1993)[48] Cout 21424 co N20(/O,) i N2 1.0 950 1400 i
Roesler (1995)49] cit 2/2/38 CO O, NO/HO N> 1.0 1000 0.1,1.0
Glarborg (1995]50] Cout 10/19/280 co Oz NO/(NOJ/)H,0 N 1.05 800 1400 0.010.02
Glarborg (1996]39] r Cout 414/60 co O, NO/Hz0 N, 1.05 8001 1300 0.01
Alzueta (1997)51] Cout 1/3/66 co O, NO N2 1.0 90Gi 1400 1.3
Mueller (1999)15] cit 11R22/394 co O, NO/H,O N2 0.5/10.0 9501 1010 0.3
Glarborg (2000]52] Cout 13P24/153 co O, NO/H:0 N, 1.0 1200 1800 0.11 10
Rasmussen (2008}.4] Cout 3/15/195 H,/CO O NO/NO; N, | 20,50,100 600 900 0.06
Subtotat 46/03/1210
Dindi (1991)[53] aar G 1/18/175 co N;O i i 0.07 298 1.0,1.32,1.5
Vandooren (199743 HAB® 3/11186 H,/CO N0 i Ar 0.04 300 1.19
Subtotat 4/29/361
Total: 61/145/1834

& Apparatus®. Number ofXML files/datasets/data points,Oxidizer,: Diluent,®: Height above the burnér,Unburnt gas temperature.




3.2.1.The reburning process for northydrocarbon fuels

The reburning process is a method to reduce the NQmission of practical
combustors. It reduces the NO formed during the combustion back twy Nhe clever
modification of the combustion procg&gl]. It is based on the observation of Myerson et
al.[55] that the reaction of hydrocarbon radicals with NO is fast. The practically applied
method based on this reaction was developed by Wend{&6Jalin which the fuel is used to
reduce the NO in the exhaust gas mixture.

In reburning, the combustion of the gas mixture is carried out as a-Stiage
combustion process. In the first stage, the gas mixture is usually moderatdgahuaaid the
temperature may be high to ensure efficient combustion, and therefore a significant amount of
NOx is usually formed from the combustion air and/or from-fu@lind nitrogen. The second
stage is the soalledreburning zonavhere the secondary,-salledreburning fuelis added to
the gas mixture to reduce the Nformed in the first stage as efficiently as possiblee last
stageis the secalled burnout zonewhereexcess air is introduced to the system {faah
conditions) to complete the condiion. In this stage, the temperature should be relatively low
to avoid the highemperature Zeldovich NO formati¢s7]. The prompt NO formation which
is relevant in fuelich mixtures[58-61] is suppressed by the application of excess air. From
nowon, the term Areburningo wild.l be used to
the NQ is reduced by the reburning fuel.

When the reburning fuel is a hydrocarbon, which is the most common scenario, the
attack of CH radicals on NO is the initiain reaction of the reburning process:

CHn + NO = products. (RD)
However, it is also possible to use, KO, or syngas as the reburning fuel, and in this case,
the CH, radicals are not present in significant amoyb8 under reburning conditions.
Therefore, other reactions th@R1) initiate the process. The reburning process for syngas (a
northydrocarbon fuel) is discussed here based mainly on the work of Glarbor{pe}.arhe
experimental and theoretical investigation of this process is important because most gas
mixtures obtained by the gasification of coal, biomass, etc., and used as fuel (such as syngas)
have a very lov or negligible hydrocarbon content. Therefore, these studies may have
implications on the potential application of these gas mixtures as reburning fuels.

At medium temperatures (900800K), which is relevant for the reburning process, the
primary scheme for the removal of NO starts with the H radical (stemming from the O/H

radical pool) attacking the N(R2). This reaction requires a thitwbdy colliding partner and



produces the HNO intermediate. Then, the HNO reacts with another H radical, and the key
product of the reaction is the NH intermedié®3). This NH radical reacts with another NO
molecule and converts it to;Nither directly(R4) or in a twaestep process throughe® (R5)i

(R6).

H+NO+ M =HNO + M, (R2)
HNO + H =NH + OH, (R3)
NH + NO =N + OH, (R4)
NH + NO = NO + H, (R5)
N2O + H =N, + OH. (R6)

The key step in théR2)i (R6) scheme is the reaction of the HNO intermediate with H in
(R3), because two important reactions compete with it, which convert the HNO species back
to NO, and thustheyimpede the NO reduction:
HNO + H =NO + Hy, (R7)
HNO + OH =NO + H:0. (R8)
I f the condi t i>d)the HhancdeCOrcencentrations gnay(beilarge enough to
make the following reactions important:
HNO + H = NH + H0, (R9)
HNO + CO = NH + CQ. (R10)
The resulting NH wouldhenreact via thgR4)i (R6) schemeand thus would reduce the NO
back to N. (R9) and (R10) are not important below 1400 according to Dagaut et 4B34].
Above 140K, the role of these reactions is not completely d&aF.
Note, that there is another route that can lead to NH from HMX@h involves the
formation of HNO and HNOH intermediates, but this pathway is not important under

conditions relevant for reburning.

3.2.2The sensitizing effects of NO and N@on H2/CO combustion

Several experiments ifable 1 studied the sensitizing effects of NO and Néh the
combustion of syngas mixturdakereforethis topic is summarized here shorthased mainly
on the work of Glarborg et 501 and Mueller et al[15].

In small concentrations, NO promotes the oxidation of CO aadatHmedium

temperatures (ca. 860250K) due to the reaction

NO +HO, = NO, + OH (R11)
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which produces reactive OH radicals from unreactive H@icals from the H/O radical pool.

The resulting OH radicals may then react withadd CO as
H2+ OH=HO +H (R12)
CO+OH=CQ+H (R13)

to form catalytic cycles which oxidize-Hand CO. Thus, the oxidation of CO and iday

begin at a noticeably lower temperature in the presence of a small amount of NO than in the

absence of thidopant

In higher concentrations, NO may act as an inhibitor foaikti CO oxidation through

the following sequence of chain termination (radical recombination) reactions, if they are

X+ NO +M=XNO + M, (R14)
Y + XNO = XY + NO, (R15)
more important tha(R11):
where X and Y are reactive radicals from the H/O radical pool, HprGDH. Dagaut et
al.[34] showed thateaction(R14) compets with (R11), and the importance of tH&14)i
(R15) scheme increases with increasing equivalence ratio. Note also that carbonaceous
species are not present(iR11)i (R15), so NO influences the oxidation of syngaainly via
the H/O radical pool.
The sensitizing effectsf NO> may besimilar tothat of NO but the situation may also

be a bit more complicated. It is discussed more thoroughtizte worls of Glarborg et al.
(1995)[50] and Mueller et al. (199915] which include also N&in the gas mixtures.
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3.3. Detailed kinetic reaction mechanisms

The computer modeling of combustion systemmsarried out by constructing detailed
reaction mechanisms that can describdriiestigatedsystem(s) and can be interpreted by an
appropriate combustion simulati@@de Nowadays, the aim of developing detailed reaction
mechanisms is the accurate tredmal description of combustion systems, rather tthemn
parameterization of the rate of a single overall reactim facilitate the development of
combustion mechanisms, it wasecessarnto introduce a common format in which the
reaction mechanisms angublished, and which can be interpreted by the widely used
simulation programsso thatpublished reaction mechanisms can be utilized by any user
havinganappropriate simulation package.

Approximately % years ago, the stalled CHEMKIN reaction mechamrsformat was
introduced, which soon became widespread, and almost all combustion simulation programs
can interpret mechanisms inighformat today In Section3.3.1, the basics of the
GAS-PHASE KINETICS part of the CHEMKIN simulation codeediscussedriefly, based
on version 17.0 of the Chemkin Theory Manual of the ANSYS software developer
company[62], and the Theoranual[63] and Input Manug64] of the CHEMKIN version
4.0.2. In Sectiod.3.2 the reaction mechanisms investigated in this work are introduced.

These models are capable of simulating syngagi@ombustion systems.

3.3.1.The CHEMKIN mechanism format

CHEMKIN format mechanism text files are divided into blocks:

| ELEMENTS block: a listof the symbols of the chemical elements that constitute the
species in the mechanism.

| SPECIESDblock: a list of thechemicalspecies in the mechanism.

T THERMO block: the thermodynamic data of the species listed in the SPECIES block.
These datacan also beigenin a separate text file.

T REACTIONS block: contains the equatisnf the reaction steps and the corresponding
rate parametersThe rate coefficientk] of a reaction step depends time temperature
and mayalso depend on the pressuamd the composition of the gas mixtuMost

reactions take place in both directions, but usually, only the rate coefficient in one of the
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directions is given. The rate coefficient in the opposite direckon ¢an be calculated
from the equilibrium costant K) as follows:

_k
o= @)

The equilibrium constant can be calculated from the thermodynamic data of the
reactants according to basic thermodynamic relations.

T TRANS file: containsproperties from whictthe viscosity, the coefficient of thermal
conductivity, and the diffusion coefficient of the species defined in the SPECIES block
can be calculated’he required properties for each species are the geometry index (0 for
atoms, 1 forlinear molecules, and 2 for nonlinear molecules), the Lerhamds
parameters, the dipole moment, the polarizability, and the rotational relaxation collision
number. These data ar@ecessaryfor one or more dimensional simulations (g,
laminar premixd flameg but not needed for zemimensional computations such as

ignition delay time simulationg.hey are given in a separate file.
3.3.1.1. The thermodynamic parameters ofthe species

Most gas kinetics programs like the CHEMKIN simulation package assunib¢hgas
mixture is ideal and is in thermal equilibrium. This has two implications. First, the
temperature of the gas mixture and the temperature of each species are the same, and second,
the standard thermodynamic properties of the species depend ohly t@miperature, but not
on the pressure.

The CHEMKIN simulation package first defines the standard isobar molar heat capacity

of the species o, for speciesi), because, from this, any other standard thermodynamic

property can bealculated by integration. In principle, the temperature dependence of the heat
capacity can be given by a polynomial of arbitrary degree. The CHEMKIN package uses the
convention of the NASA polynomia[$5, 66] which gives the heat capacity as a polynomial

of degree four in temperaturé)(

(o

w(T)=a =T & T aT g €
whereR is the gas constant (8.314nol ! K'1), andaii as are the coefficients (parameters).
Consequently, the standard molar enthapformation(H,°) and the standard molar entropy

(S°) of species can be given as follows:
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ﬁ(T):a1i L e Hp Hp Ky (4)
RT b2 3 4 5 T

4

S?(T):aUInT +a, T %Tz %L‘I':‘ %‘H‘ 3. (5)

whereas anda; are the new coefficients coming from the integrations in equaf®)né’).

Equations (3)i (5) accord with the weltknown thermodynamic relations between these

guantities:
HZ(T) =/ (MdT, (6)
$%ﬂ=ﬁﬁ§2dt ™

Hence, if we know coefficientasl az, we know the temperature dependence of the
standard thermodynamic quantitiesing equationg3)i (5). If these three state functions are
known, then using the basic thermodynamic retais[62, 67] any other thermodynamic
guantity needed for the simulations can be calculated at any temperature and pressure.

It is important to note that in the whole relevant temperaturevaiteve usually cannot
describe the temperature dependence of these standard quantities with one polynomial
accurately therefore the coefficients of the polynomials must be given separatedgveral
temperature range By default, the CHEMKIN format allows the definition of the
thermodynamic functions in two temperature intervatsin this casel4 NASA coefficients

need to be provided.
3.3.1.2. The temperature and pressure dependence of the rate coefficient

In the case o& hightemperature, gaghase system, the temperature dependence of the

rate coefficient is usually described by thecatledextended Arrhenius equation
k:Awe@%§;§ ®

where A, n, and E are the three Arrhenius parameters that characterize temperature
dependence the rate coefficient. In CHEMKIN format mechanism files, these three
parameters are applied.

Note, that it is possibléhat the same set of reactants give the same products via
different reaction routes, and different Arrhenius parameters belongsedifferent reaction
pathways. This may be the case for maltannel reactions. In this case, to indicate that there

is more than one pathway for a given reaction, reguiredto give the same reaction more
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than once in the CHEMKIN input file. This is not allowed in CHEMKIN by default
therefore if one wishes to include reactiors this type the of DUWPDDUPLI CATEC
keyword must be provided after each reaction equation comdsp to a duplicate reaction.
Mathematically, the rate coefficient of a duplicate reaction is calculated as the sum of the rate
coefficients of all reaction channels at the actual temperature (and pressure). Note, that
duplicate reactions cafmequentlybe replaced by one single reaction via the mathematical
refitting of the rate parameters.

The rate coefficient may also depend on the pressureaction mechanisms, many
conventions may be used to describe the pressure dependence of tieffatient. These
are the Lindemann mod@8], the Troe parameterizatip9, 70], the SRI
parameterizatiofi71], the PLOG formalisnj72], and the Chebyshev polynomigis, 74].
They can be used for different kinds of elementary reactiddmaore detailedlescription of

these formulations can be found in Chapter 2 of the bodkwfr § nyi d3id Toml i n

3.3.2.The investigatedreaction mechanisms

In this section,| present the reaction mechanisms investigated in this silise
mechanisms werpublished in the literatuneot earlier than 199@nd their main features are
summarized hereThey are capable omodelng syngas/N@ combustion systemghough
originally they were designed to describe more complicated systems such as those that contain
methane and larger hydrocarbons as well. Therefore, when one performs simulations on the
syngas/NQ systems, it is enough to use only the part of the mechanism that is relevant in the
combustion of th targetsystem in our case, syngas/NGsystems This decreases the
computational time of the simulations substantially, especially in the case-dfroassional
simulationsHowever, the question arises: which parts of the mechanisms could be omitted?

According to Glarborg et al75], a mechanism that aims to describe the nitrogen
chemistry in hydrocarbon combustion should include the followingnsethanisms:

) hydrocarbon oxidation safmechanism (core: CO#-bxidation),

i)  oxidation of reactive nitrogenous species such as,MCN, HNCO,

i) interactions (coupling) between hydrocarbon and nitrogen chemistry such as

prompt NO formatiorj58-61] and reburning.

Recently, Olm et al.[30, 76] tested the performance of several deth reaction
mechanisms published not earlier than 1999 on a very large collection of hydrogen and

syngas indirect experimental data. Based on these works, Varga|¥t] glerformed a
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mechanism optimization joily for hydrogen and syngas combustion systems in 2016, and

their optimized mechanism had a better overall performance on the same set of experimental
data than any mechanism published earlier. In their optimized mechanism, only three
carbonaceous speciegre included, CO, CHand HCO.It is not recommended to exclude

all carbon species except f@0O, CQ, and HCOf r om t he HAreducedo mec
without further analysis such as sensitivity analysis or reaction pathway apalysisor

instance, Zhang et di77] showed that the HOCO chemistry in a syngas/Nd@mbustion
mechanism has a neregligible impact on the CO and @€oncentrationstehigh pressure in

the case ofH./CO/O/N2/NOx mixtures. Furthermore, according to Glarborg et[ ],

almost any fuetlerived radical can be involved in the fumtidatiori nitrogen chemistry
interactions; therefore, it is worth includingthe€€peci es i n the freducec
the synga™MOyx mixtures, at least initially.

Therefore, when onmvestigatessyngas/NQ systems, it is a good practice to include
only thosespecies (and the corresponding reactions) that do not contain more than one carbon
atom in the mechanisnfor instance, the War2020 model that wsadesigned for the
combustion of syngas/NOsystems contains only species complying with this rooie
Besides that, the nitrogen chemistry snbchanism should also be includéfdspecies that
contain both nitrogen and one carbon atom such as HCN, HNCO, etc. are included in the
mechani sm, it i's worth includi ngnotdaremohtoi n t h
lose these reaction pathways without further analysis.

In Tade 3, somefeaturesof the selected mechanisms are summarized. The nurhber
species and the number of reactions were calculated tiféeérthe species (and the
corresponding reactions) with more than one carbon atom had been removed from the original
mechanisms, and these numbers are listed in the second and the third dothemable.

From now on, these Areducedo mechani sms are
After these numbers, the number of speciesthat of reactions in the full mechanisnase

shown in parenthes. Significant differencesan be observeldetween the number of species

and reactions in the&arious mechanisms. This can be traced back to the fact that the
mechanisms were developed to describe different combustion systems. Moreover, the
mechanisms are usually validated most esiteely against experiments performed on their

main target systems. Depending on whether the mechanism aims to describe one or more
target systems or is a comprehensive reaction mechanism for C/H/N/O systems, its

complexity may vary significantly.
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Table 3. Reaction mechanisms that can simulate the combustion of syngddfQgas mixtures. The mechanisms are listed in chronological ¢tideryear in the
mechanism identifiers refers to the publication year of the corresponding mechanism)

Mechanism Specie8 Reactions Main target Ref.
GRI3.0-1999 40 (53) 231 (325) natural gas ignition & flame propagationgluding NOformation, and removal by reburning [78]
SanDiege2004 36 (71) 140 (323) NO, emission in hydrocarbon flames [79
Tian-2009 60 (84) 506 (703) species profiles in premixed NKCH4/O2/Ar flames at low pressure [80]
Konnow2009 60(129) 598 (1231) small hydrocarbon combustion, N@rmation and reburning, prompt NO formation (via NCN) [61]
POLIMI-2014 32(32) 173(173) combustion of HCO/Q,/NOx systems [81, 82
GDFKin-2016 45 (123) 350 (934) modeling of NO formation ipremixed natural gasiN, flames at low pressure [83]
Zhang2017 43 (43) 251 (251) pyrolysis and oxidation of hydrogen/N@nd syngas/NQsystems [77]
SanDiege2018 33(68) 129 (311) NO, emission in hydrocarbon flames [79
Okafor-2018 49 (59) 281 (356) NO concentration profile and LBV of premixed @NHs/air flames [84]
Glarborg2018 80 (149) 674 (1374) formation of Ncontaining air pollutants in the combustion of light hydrocarbonsYGHO1 atm [75]
Shresth&2019 64 (125) 609 (1090) NOx chemistry during methanol and ethanol oxidation [19]
POLIMI-2019 64 (159) 519 (2459) the sensitizing effects of NO and Nén CH; oxidation in JSRs at lovl [18, 85
Han-2020 35(@35) 177 (177) LBV of premixed syngas/Nfair flames [86]
Wang2020 43 @43) 253 @53 syngas combustion with N@hemistry(update of Zhan@017) [87]
Konnow2021 77 (255) 742 (3038) LBV of premixed CH/HCOOH/air flames [88]

& See text

b The mechanisms are composed of the 2016/12/14 version of hydrocaidation, and the 2004/12/0®) and the 2018/07/28&) version of the nitrogen chemistry
submechanism by the Combustion Research Group at the University of California, respectively.

defAPrevious ki rfuersioncl4l®) @echnaberi2®i4d) andfiCii C3 + NOx mechanism (Version 2003, March 2080) ( e ) mo CRHCK Maxélingt h e
Group at Politecnico di Milanaespectively.

f: The detailed kinetic mechanism of Wang e{8&F] was used because the indirect experiments investigated in this study were not used for the construction of the skeletal
mechanism of the authors.



4. Applied methods

4.1. The preparation of RKD format experimental data files

A large part of my work was to extract the relevant information from the publications
discussed in Sectidh2, and then, prepare data files in agfed file format, which contain
all the necessary information about the experiments needed to perform the simulation of them.
This file format is also briefly introducdtere

Due to the accumulation of experimental data in the combustion chemistagulieer
there has been a demand for a database that facilitates and standardizes data storing, handling,
and manipulation. An example of this is the PrIMe database of Michael Fref&8ahhich
contains models, model parameters, and experimental data from the field of combustion
chemistry.

ReSpecTh9(] is an online database, which is a result of the collaboration of the
ELKH-ELTE Complex Chemical Systems Research G{@1j the Laboratory of Molecular
Structure and Dynamid92], and the Chemical Kinetics Laboratd&1] of ELTEE®° t v ° s
Lor8nd University. It contains a | arge amoun
(AReo) , spectroscopy (ASpo), and t hsectiomo c h e mi
includes direct and indirect experimental data, reaction mechanisms, and computer programs
that can be utilized for mechanism development.

Indirect experimental data are available in theakked RKD (R&pecThKinetics Data)
format whose latest veion is v2.393]. It is essentiallyan extension of the file format used
in the PrIMe databad89]. Each measurement is stored in a separate XML (Extensible
Markup Language) data file and each file has a unique identifier. The advantage of the use of
XML files for data stoageis that these filesan easily be handled by computer programs and
arealsowell readable by humans.

An RKD format XML measurement file contains all information about the experiment
such as the experimental conditions and the measurement results, which is necessary to
reprodiece the experiment by computer simulations and to compare the theoretical and
experimental results. In addition, it includes bibliographic information about the experiment
so that the original data source can easily be found in the literature. The fiesahav
straightforward structur e: each structur al |

closing </ é> 1|l abel and these units can be em



| prepared RKD format XML files from indirect experimental data listed in Se8ti@&n
My files were originally prepared in an earlier version, v2.2, of the RKD format because, at
the time of this process, it was the latest version. Later, however, | updated them to v2.3.

Altogether, 61 data files were construc{edeTable?2).

4.2. The simulation of gasphase combustion systems

To be able to compare the performance of different combustion mechanisms, first, we
must perform simulations withhe mechanisms on the target experimental syst@ims.
simulations were carried out with thelp of theOptima++ program packagi4] developed
by the ChemicalKinetics Laboratory aELTE E° t v° s L or 8.rlTlde vadsion ofer si t
Optima++ available of94] can be executed from the command lifee current version
(v2.3.0) ofOptima++ is compatible with th€ HEMKIN-II [95], FlameMaste(FM) [96], and
OpenSMOKE++ (0OS)[97-100 simulation packages In this study, FlameMaster
(version4.2.1) andOpenSMOKE++(version0.12.0) were used for the simulations. These
packages can simulate all experiment types investigated in this study.

The necessary input files (CHEMKIN format mechanism file and RKD format XML
file) have beerdiscussed in Sectidh In the first stepOptima++ creates an appropriate
binary file from the plain text mechanism file that can be interpreted by the $6Meor
OS). After that,Optima++ interpretsthe XML file(s) provided by the user and prepares the
necessary input files for the solver. Then, the solver performs the requested simulation(s), and
the results of the simulation(s) are printed in a plain text o@itpuity Optima++.

The numerical solution afpatiallyOD experiments is relatively easy, but 1D (premixed
flame) simulations require much more computational effort. This is because in this case, the
stationary solution of a partial differential equation needs to be foundhea physical
chemical properties are not only a function of time but that ofspaéialcoordinate as well.

To find this stationary solution, a reasonable initial estimation of the solb@isriio be

provided in the case of FM. In contrast to FM, O8 parform the 1D simulations without the

i nitial estimations (fAempty databaseo), t ho
significantly. The key to performing successful 1D simulations with FM is to find a good

initial estimation of the solutiofor our target system, that is, an existing solution file for a

system as similar to the system in question as possible. It is also advantageous if the original

simulation was carried out with the same mechanism. Therefore, for the flame simulation with
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FM, | first performed the simulations with OS and used the obtained solution files for FM
simulations.

Instead of looking for a continuous solution as a function of the distance from the
burner plate, the solvers perform the computations on grid pointsoakddr a stationary
solution for each grid point. A solution file contains the stationary values of the pliysical
chemical quantities (temperature, concentrations, etc.) at each grid point. | carried out my
flame simulations applying approximately 600 dggpoints, which ensured the required

accuracy, and at the same time, the simulations did not take too long.

4.3. Modifications of the investigatedmechanisms

In Section3.3.2 the investigated reaction mechanisms have already been introduced.
However, some of them had been modified before they were used for simulations. In this
section, these modifications are discussed.

As it has beenmentioned in SectioB.1.1.2 ignition delay times are usually
determined using the concentration profile of a species in the gas mikhisespecies was
COz in the measurements of Dean ef{46], and in the Kopp et dl47] measurements, it was
the excited OH radical (OH*). ITable 4, however, we can see that only a few of the
mechanisms contain the OH* species and its reactions (OH* submechangimihe other
mechanisms, theeproductiorof the IDT measurements of Kopp et[dl7] is notimpossible.

To overcome this issue, the OH* submechanism of the syngas combustion mechanism of
K®r omn §$7] wvas added to the mechanisms that lack this part, and tR®TST
simulations were carried out using these modified mechaniBnis.OH* submechanism is

also included in the optimized syngas combustion model ofjd/at al[11]. | chose tis
submechanismdr this purpose becausiee model ighe best syngas combustion mechanism
published not later than 2016 and it was constructed using an optimization method on a large
set of experimental datalso, this mechanism was developadthe Chemical Kinetics
Laboratory atELTEE° t v®s Lor 8nd University, and to
development strategy of the group, it was a logical choice.
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Table 4. Some features of the investigated mechanismsithatlated tthe modification of some mechanisms.

Mechanism OH* submechanism Rate coefficient of(R16)
GRI3.01999 T |
SanDiege2004 T |
Tian-2009 T T
Konnow2009 T T
POLIMI-2014 T T
GDFKin-2016 T I
Zhang2017 original Kosarev et al[10]]
SanDiege2018 T T
Okafor-2018 T |
Glarborg2018 original |
Shresthe2019 original T
POLIMI-2019 T T
Han2020 original |
Wang2020 original Mulvihill et al. [27]
Konnow2021 original Mulvihill et al. [27]

Though the Tiar2009 model included the carbon atom species (C) and its reactions, the
thermochemical data of it were not included in the THERMO file of the mechanism.
Therefore, | took the thermochemical data of C freension 1.122created in 2016pf the
thermochemidadatabase oATcT (Active Thermockmical Table}[102105 and used them
in Tian-2009 toallow the simulationsThese data are also included in the Glari048
model.

Among the mechanisms ifable 4, only Zhang2017, Wang2020,and Konnov2021
contain the direct reaction o208 and H:

N20 + Hx = N2 + H20. (R16)

This reaction may be important in the combustion of gas mixtures that contain Ja»#mi
H2 (Vandooren et a[43], Dean et al[46], Kopp et al[47]). According to Mulvihill et
al.[27], (R16) is important only if the /N2O mixture is not too dilute. Until 2018, only one
direct measurement was carried out to determine the rate coefficient of this reaction. It was
performed by Kosarev et 4ll01] in a shock tube in 2007. Zhang et[dl/] used the rate
coefficient determined by Kosarev et[d01] in the Zhang2017 model,

kis=2.1L10%Lexp( T 1 6K3/9 Bcm®/ mols.
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In 2018, however, Mulvihill et a[27] performed new measurements, aneytiproposed a
new rate coefficient fofR16) based on LD concentratioitime measurements performed in
a shock tube using a dilute2MN>O/Ar gas mixture. Their rate coefficient was 30 times
smaller,

kig™9=7.0110% Lexp( T 1 6K3/F)@&m’/ mols
than that of Kosarev et f101].

Mulvihill et al. [27] suggested that their rate coefficieki{'°%) should be used in future
mechanismif (R16) is included in the model, instead oftlry Kosarev et a[101]]. Ko v § c s
et al.[106 andSzanthoffer et a[.107] also showed that thate coefficienimeasirements of
Mulvihill et al. [27] are probably more accurat€herefore, in Zhan@017, the original rate
parameters ofR16) were replaced by thparametersof Mulvihill et al [27]. The model
obtained this WOWT7i snodal If nthaelifadgB@RO apddonnow
2021 moded, kis™ was used as the rate coefficient(Bf16), so in that case, no modification
was needed

Finally, it is worth noting that although the investigated mechanisms were published in
CHEMKIN format, some of ttm contained some syntactical erroes ., whitespace in
wrong place, etc.). In these casedall to modify the text files so thabptima++ could

interpret them. In this work, | made good usé¢haftext editorNotepad++

4.4. The quantitative comparison of reaction mechanisms

In Section3.], it was mentionethat the goodness of a mechanism can be characterized
by how accurately it can reproduce the ressof indirect experimental measuremenitsthe
case of a large number of indirect experimental dath the comparison of many reaction
mechanismsit can be beneficial to use a quantitative metfmdthe comparisonin this
section,a methodfor this purposeis introduced, which has been applied several times
successfullyin the Chemical Kinetics Laboratory &LTE E°t v°®s Lor 8fod Uni v
different chemical systenjdl, 30, 76, 106, 108111]. At the moment, a new version of
Optima++ is being developed in the aforementioned research group which dgraplacal
user interface and is capable of performing the quantitative comparisaraofion
mechanisms. | actively participated in the development of the mechanism comparison part of

the program by testing it and suggesting improvements to make it rexibld and
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userfriendly. All performance comparisons were carried out by this development version of

Optima++.

4.4.1The error function

Let us assume that we have collectddindirect experimental datasets from the
literature based on which we would like to evaluate the agreement between the mechanism
and the experimental datdhese datasets are stored Ngwme experimental data files.

N ONxmL always, because one XML file magntain more than one dataset; for example, the
concentratios of several species can be measured during a flow reactor experireetite
i-th dataset consist & data pointsand letP; denote thenumber ofdatasetsn the XML to
which the i-th dataset belongsThe agreement between the simulation resaitd the

experimental data is described by the following aveesge function

1 N 1 a - Yexp C
E=—1r ¢ 9
N)(Ml_ |—1 N aém (YeXp) (_: ( )
where
£y, if s( | X")O constant
Y =1 (10

! Tln Y, ifs (In (yfx"))° constant
where y;* and s (y,f“’) are thej-th data point in the-th dataset and its standard deviation,

respectively. The corresponding™ value is obtained by performing a simulation of the

indirect experiment with the reaction mechanism. If a measured (experimental) data point can
be characterizk by an absolute error (the magnitude of the error is independent of the

magnitude of they;® value), Y =yj is taken in equatio9). This is true for some species
concentration measurements. If, on the other hafitl,is characterized by a relative error
(the absolute error is linearly proportional ¥5°), Yjj = In y;. This approale is applicable for

ignition delay time and some species concentration measurenNotts. that the error
function can be defined for ea®ML (ExwmL), datase(E;), and data poin{E;j) as follows:

2,
E. = a 11 Nagﬁ 8 (12)
itxve N, F.)J;(; S( jEXp) 9
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¢
Since the experimental data points are assumed to have a normal distributign, the

function follows a chisquare distribution, and because it is normalizetlbby. andNilP;, the
expecedvalue ofE is one. If the value dE is unity E = 1), it means thiathe mechanism can
reproduce the experimental data as accurately as precisely the data can be measured
experimentally (the precision is characterized by the standard deviation), on average. Since
there is a square after the second summation in equ&jioa mechanism that describes the
experimental data less accurately than tmeg E > 1. In principle, the value oE can be
smaller than one, but in ptice, it is never the cas€he smaller the value &, the better the
performance of the mechanism. Note, that if Ehealue isnot greater than 4 arfyj it means
that the model can reproduce the experimental dataveragewithin ther N2G and N 8
uncertainty limits respectively

The normalization by the standard deviation in equa@®ms necessary in order not to
overweight the experimental data measured with large uncertainty. However, its inclusion in
the formula raises some problems as well because the experimental uncertainty is very often
not publishedappropriatelyin the literature. In these cases, the standard deviation must be

estimated as discussed in tiext section

4.4.2 Estimating the standard deviation of the experimental data

Because we use equati(®) to compare the performance of the mechanisms, we need
to know the standard deviation of the experimental data. These data are sometimes published
together with the experimental resuylmit, unfortunately, this information is in many cases
not complete or missing. Therefore, to be able to apply equ@&jpwe need to estimate the
standard deviation of the experimental data.

For this purpose, | used tiinimal Spline Fitprogram of Tibor Nagy112 113. On
the webpage of the ReSpecTh database, Version Jany@@® of the program can be
found. Ihaveused an earlier version of the program that lacked some of the functionalities of
the latest version. In this section, | describe ih@cedureof the estimation of the standard

deviation (fAnoi ddatausingthisprogram.ex per i ment a
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Let us assume that we have a dataomposed ofX, yi) data pointsi(=1, € , N). The
program performs the leastjuares fitting of polynomials with increasing order
(n=0,1,2,¢é) and that o[114 with iinaneasing pumben @& €ontrol points
(n=3,4,5,¢) , a |l s &knotx AMima esglines are functions composed of cubic
polynamials between the control points, and they are continuously differentiable at the control
points. Though the fitting of polynomials is simple and fast, the application of splines has
some advantages compared to it. In the case of hagder polynomialsthe fitted curve
often shows unnatural oscillation, which can be eliminated by using splines. Besides that,
more precise fits can be achieved by splines than polynomials.

The program also computes the standard deviation (noise) dftheetbased on the
fitted curves.Using goodnesf-fit measures provided by the program and visual inspection
of the fitted curves, we can identify the curve that describes the trend of the experimental
datasef{ t h e -firmea Gthedestt \&WE) can estimathe statisticalstandard deviation of
thedata points in thdataseby the standard deviation corresponding to this optimal fit.

The fitting is performed by minimizing the renteansquare deviationRMSD;) of the
fitting function it(x)) from the iput data y):

RmsD, = (L4 [y (k) - AT 19

wherep is the parameter set to be optimized. In the case of a polynomial of deghee
parameter set is the+ 1 coefficients,p ={ao, € , an}, while in the case of a spline with
control points, the positions of the control points, € , Xn, Y1, € , Yn) are optimized,
p={X,Y}={Xel x,é , Xnl Xn, Y1, € , Yn}. As can be seen, in the latter case, the first and
the last control points are fixed»atandxy, respectively. Therefore, the number of parameters
of the fitting function,p, isp=n+1 in the case of polynomials, while itps=2nT1 2 in the

case bsplines. The number of degrees of freedens

n=N -p (15
The RMSDO: quantity is not the appropriate metric for estimating the standard deviation

of the datasebecause it does not take into account the number of degrees of frekethen

fit. For this purpose, the standard deviation of thelfi) can be used:

[N
Sy = \/;RMSQ. (16)

The program also helps to decide which model describes the experimentaledbst

by providing the saalledAkaike information criteriorvalues AIC) [115:
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AIC=2p tN N Inwl\llvlsqt : (17

¢
which penalizes underfitting as well as overfitting. The lowerAhe value, the better the
model. However, when the number of data points is siNall ep?), the corrected AIC value
(AICc) gives a better metric for the goodnedédit [116118:

2p(p+1)
AlCc= AIC +———,
¢ N-p 4 (18)

WhenN >> 2p?, theAlCc value converges taIC.

Equation(14) can be used to estimate tRMSD: if we assume that the experimental
data follow Gaussian (normal) distribution. In this case, theasured data can be
characterized by an absolute error @irdgives this absolute estimated standard deviation
according to equatiof16). However, ast was mentioned in Sectigh4.], in some cases, the
data can beharacterized by a relative errdirthe relative error is smals: (x; p) / yi (%) & 1,
this is approximately equivalent to saying that dhiginal data follow lognormal distribution.

In this case, the){} data are transformed to Ip}, and theRMSD: is calculated on the

transformed data as follows (cf. equat{@#d)):

RMSQ \/%a (% (xp) (A A) g (19)

The G value calculated according to equati®) corresponds to the estimated standard
deviation of the transformed data which we assume to follow Gaussian (normal) distribution,
and it estimates the relative error of ttetasetas long aghe relative error is not too large
which we assume in all casdsote, that if equatior{19) is applied for the estimation of
RMSD4, then the zergoncentration values must be excluded fromdéasefor the fitting.

Note, that the program also allows us to transform the alues to estimate the
standard deviation of theataset This was applied in the case of ignition delay time
measurementswhere the lodgJdata are usually plotted agaitisé inversetemperature
(T'Y[13, 27,47, 77,119121]].

It is important to pte, that een though theAlCc values and the calculated relative
probabilities facilitate choosing the optimal model, in some cases, the predicted optimal
model seems incorrect based on the visual inspection oflatesetand the fitted curve.
Therefore, theMinimal Spline Fitprogram also prepares plots of the experimental data and
the fitted curves with the help @nuplot For this reason, the visual inspection of the data

and the fitted curves is always recommended.
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An example for the estimation of the standard deviation datasetcan be seen in
Figure 8 and the corresponding statistics are summarizedahle 5. It is a species
concentration measurement in a burner stabilized flame performed by Vandoordd 3t al.

The example shows the CO mole fraction in the flame as a function of the distance from the
burner measured by molecular beam mass spectrometry. In this case, we assume that the
experimental data have a constant relative error (s&ectiord.4.3.9; therefore, the fitting

Is carried out on the transformed dateg(rre8, right). Threecurves are shown in this figure,

two Akima splines, and one polynomial. It can be seen ffaiple 5 that the Akima spline

with 5 control points (red cue) predicts the smallest standard deviatia),(and itsAICc

value is much lowethanthat ofthe Akima spline with 4 control points (blue curve). Still, the
n=4 Akima spline was chosen as the optimal model. Thougim th& spline describes the

dat rather accurately, it shows an unnatural behavior at arourcinOdistance from the
burner: it changes convexity with a relatively sharp breaking point, which is not expected
physically. The polynomial with 5 parameters is also shown in the figuren(grese). At

small distances, it describes the data smoothly, but at larger distances when the CO

concentration starts to stagnate, it shows unnatural wiggles, which is also not expected

BSF measurement (original data) BSF measurement (transformed data)
0.089® ® Experimental data ® Experimental data
o q : )
Y —— Akima spline (n=4)
oo —2.6 —=—=- Akima spline (n=5)
s 0.07 A ° é —-= Polynomial (n=5)
B LY &
g ° e —2.84
[
% 0.06 ©
g b S
iy O -3.0-
o
S 0.05 - ° )
(] £
Lol
L4 -324 s . -
0.04 4 L] = >
e ¢% o . ° ===
0.0 05 10 15 2.0 25 0.0 0.5 1.0 15 2.0 25
Distance from the burner / cm Distance from the burner / cm

Figure 8. The estimation of the standard deviation of a concentration profile in a burner stabilized flame
Experimental data is from the work of Vandooren ef48]. In the figure to the left, the original data are seen,
and in the figure to the right, the transformed data can be seen and some of the fitted functions.
The Akima spline wit = 4 control points was choses the optimal model.

Table 5. Statistics of the fitted curves Figure8. The relative probability is only calculated for splines, and th
spline with the lowest AICc value is the reference whose relative probability is one.

Model n 3 RMS Dt Uit AIC AlCc
Akima spline 4 17 0.0412 0.0479 1141.835 1136.285
Akima spline 5 15 0.0226 0.0280 1165.195 1154.909

Polynomial 5 18 0.0440 0.0500 1140.479 1136.950
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physically, and which is typical behavior of polynomial functionse Tghysically most
realistic model seems to be the Akima spline with4. Even though it is less accurate than

the spline with more control points, it can describe the experimental data smoothly both at
small distances where the CO concentration decresiseply and at larger distances where

the CO concentration seems to reach a constant value, and the transition between the two
behaviors is also smooth. Using this model function, the relative error datasets 4.79%,

as can be seen frofrable5, which is a realistic experimental error. | estimated the standard

deviatiors of the otheidataset following similar arguments as described above.
4.4.3The standard deviation of different experimental data types

In the preceding section, the basic principles of the estimation of the standard deviation
of the experimental data were discussbdwever, theestimated standard deviation is
sometimes unrealistically small. Therefore, for each measurement type, | applied a minimum
standard deviatioflimin) based on previous experience. A standard deviation smaller than this
threshold value cannot belong to atatasebf that measurement type.

In many cases, the experimental uncertaifiy,) of the measured dataas also
reported, and in this case, we should take into account both kinds of standard deaiaton
calculating the overall standard deviatiai ¢sed in equatiorf9). The general principle was
as follows. The sum of squares of the experimental andatidomstandard deviations was

taken, and the square root bigt value was considered the standard deviation of the data:
S=Y % *& (20)
If this 0 was not smaller thatimin, then this value was accepteditlfvas smaller thaminin,

Umin was taken a8. In the cases when no experimental error was providgd,replacedlexp

in equation(20):

s={ g *t&, (21)

which is inherently not smaller tharin, so this value was always accepted.
In the nextsectiors, | summarize the procedwthat | applied in this study to calculate

the standard deviation dffferent types oexperimental data.
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4.4.3.1. Ignition delay time measurements

In the investigated SIDT experiments, the experimental uncertainties were not

provided.Based on previous experiendd, 13, 27, 30, 76, 108 119121], thedata in an

ignition delay time measuremedatasethave a constant relative erydherefore equation

(19) was used to estimate tRMSD;:. The standard deviation was estimated for etathset

All the IDT measurements investigated here were performed at low pres@lrat(®), and

in this case, the typi®al seXNAd®. meTmtealef omee
standard deviation wasnin = 0.05 (5%) in IDT measuremendataset The overallstandard

deviations {)) of the (transformed) SIDT measurementlataset are summarized iTable

A2, together with the experimental details.

4.4.3.2. Species oncentration measurements

As can be seen ihable2, the concentrati®of some speciesremeasured in JSR, FR,
and BSF experiments as functsonf other quanties such as temperature, time, initial
composition, residence time, or distanaavirthe burnerln the case of JSFFR experiments
and the BSF measurements of Dindi e{%®], the measuredspecies are K CO, CQ, O,

N2, NO, NGO, and N2O. The concentratianof these species may be measured by various
means, of which optical spectroscagyd gas chromatography (G@greapplied.

In these measurements, if the experimental uncertainty is published, it is very often
given as: AThe exper i me nx%abutnat less chaptpgpimdt y sefe
Arel ative error Wiitm tTades.oTimrefore, | misumednaomstant
relative error for the measured data points (I fitted polynomials and splines to the logarithm of
the data), but for each data point, it was checked whether the absolute value of the standard
deviation was smaller than a minimum absolute standard deviation. If it was smaller, then the
minimum absolute standard deviation was assigned to that data pdimthswiute error was
chosen as the error type. To avoid using unrealistically small standard deviations, a minimum
relative (s ) and absolute(s®®) error were defined for each specidalfle 7) based on

previous experience from the literature.
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Table 6. Reported experimental error types of the species concentration measurementcasettad the
investigated experiments.

Ref. Measured species  Measirementtechnique®  Error type
JSR
Dagaut (2003)34] H,, CO, CQ GC (H, CO, CQ), no error is reported
FT-IR (CO, CQ)
Dagaut (2003)33] H2, CO, CQ, NO GC (H, CO, CQ), no error is reported
FT-IR (CO, CQ, NO)
FR
Hulgaard (1993)48] NO, N.O UV spectroscopy (NO), relativeerror
IR spectracopy (NO) with absolute minimum limits
Roesler (1995)49 Cco IR spectroscopy no error is reported

Glarborg (1995]50]

CO, CQG, NO, NG

UV and IR spectroscopy

relativeerror
with absolute minimum limits

Glarborg (1996]39] CcoO UV and IR spectroscopy relativeerror
with absolute minimum limits
Alzueta (1997)517] CO, CQ, NO UV and IR spectroscopy relativeerror
with absolute minimum limits
Mueller (1999)[15] CO, NO, NQ IR spectroscopyCO), relativeerror
FT-IR (NO, NO&y) (with absolute minimum limits
in the case of NO)
Glarborg (2000]52] CO, CQ, NO GC (CO, CQ), relativeerror
Spectroscopic methods  with absolute minimum limits
(CO, CQ, NO)

Rasmussen (2008}.4]

CO, CQ, NO, NG;,
02

GC (CO, CQ, Oy,
Chemiluminescence
analyzer (NO, N@

relativeerror

BSF

Dindi (1991)[53] CO, NO, CO, NO, GC relativeerror
N2, O,

Vandooren (1997)43] N0, H, NO, CO, MBMS no error is reported
CO,, Oy, N2, Hy,
H,»O, O, OH

& GC=gas chromatography, HR = Fourier Transform Infrared spectroscopy, B\ltraviolet, IR= infrared,
MBMS = molecular beam mass spectrometry

Table 7. The minimum overall relative and absolute errors defined for each species for concentra

measurements.
Species s s  ppm
H2 0.025 (2.5%) 5
coO 0.025 (2.5%) 5
CO 0.025 (2.5%) 5
Oz 0.025 (2.5%) 5
N2 0.025 (2.5%) 5
NO 0.025 (2.5%) 5
NO, 0.025 (2.5%) 5
N20 0.05 (5%) 10
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In the BSF measurements of Vandooren ef4d), the species concentrations were
measured by molecular beam mass spectrometry (MBMS) in the flame, and no experimental
uncertainties were provided. A similar measuremsgrieswas carried out by Miller et
a. [122 on a slightly different system, and the relative and absolute errors provided there
were used as minimum values for the Vandooren §3lmeasurements.

For eachdataset the relative error was estimated usignimal Spline Fit and the
procedure described in Sectid.3was performed using® the minimum value. Let us
denote the resulting value byd™®. Then, for each data point, the absolute standard deviation
was calculated as (concentratieaduel-0'®). If this value was not smaller thari® of the
respective species, thélf' was accepted and relative error was considered for that data point.
If it was smaller thars 2, then s®* was assigned to that data point and absolute error was
consideredConsequently, in this type of measurement, data points withirlatasetcould
have different error types (absolute or relative).

Note, that when the measured concentration of a species was zero, it was omitted from the
relative error estimation, ansl® of the respective species was assigned to that data point as an
absolute errorNote also, that in a few cases, it was not possible to fit an appropriate model
function to thedataset for instance, because the number of data points imddkesetwas too
small. In these case#, the experimental error was provided,® was assigned tGs, but if it
wasnotprovided s™ was @signed tdothasli andiex, soliwas~/2s™ in the latter cases

Finally, another issue may occur when estimating the standard deviation of the
logarithmically transformed concentration data, which was also discussed in the work of Kawka et
al.[10§. It is not a good strategy to assigrrelative error to concentration values that are
relatively small within a datet because on the logarithmic scale, these data points would
artificially be overweightedn the fitting process anbliasthe error functionSometimes, if these
points were included in the dattin the model fitting process, no appropriate model function
could be found, but when these points were excluded, the other points could be degelily
a model functionTherefore, concentration values that were at least ten times smaller than the
largest valuewere sometimesxcluced from the fitting processThe U value i that was
calculated based aime relative standard deviation estimateddtrthe other data points in the
datasei was assigned as a relative emwthese points

The overall standard deviation8) (of the species concentration measurementsd&ta
are summarized iffable Al for the JSR measuremeni@ble A3 for the FR measumeents,

andTable A4 for the BSF measurements, together with the experimental details.
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4.5. Local sensitivity analysis

As can be seen ihabe 3, detailed chemical kinetic mechanisms are usually composed
of several hundred or thousand reaction staps thermodynamic and transport properties,
which means that they contain a huge setawhmeters. To develop an existing model further
and to construct reduced reaction mechanisms that can be used for, for instance,
computational fluid dynamics (CFD) calculations, we need to know which parameters of the
model areimportantunder various aaditions. An input model parameter (for example, the
preexponential factor of a rate coefficient) is considered important under a given circumstance
if its changestrongly influences the output of the mathematical model (for example, a
computed laminar baing velocity, ignition delay time, or concentration). In other words, a
parameter ismportantor influential, if a small alteration of its value results in a large change
of the result computed with the model. To explore the importance of the modelepanam
under given conditions, one can apply the methodsens$itivity analysi§31], which can be
divided into two groups: local and global sensitivity analysishoag. In my work, | only
applied the local sensitivity analysis, therefore only that is discussed here.

In the case of local sensitivity analysis, we investigate how much the model prediction
changes due to a small change of the value of a parametetaits@ominal value. Let us
denote thei-th model result byy; and thej-th input model parameter by. The partial
derivative
1 u_Y'

S.
J P-p,-

(22)

is called the firsbrderlocal sensitivity coefficienfThe greater the absolute valuespfthe
more influential thg-th model parameter on tireh model result.

The local sensitivity coefficient calculated according to equg@@ has a dimension
which is the dimension of the model result divided by that of the parameter. Therefore, it
shows how much the model output changes in its own unit due to a unit change in the value of
the parameter (in its own unit). Since both the moaeameters and the model results may
have various units, thesf} coefficients also have different units, which means thatsihe
values cannot be compared to each other. Therefore, to make the different sensitivity
coefficients comparable to each othee introduce the unitlessormalized local sensitivity

coefficient defined as follows:
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where Y and p, are the dimensionlessth model result ang-th parameter, respectively.

Now, the values of thesfij} coefficients are independent of the units of the model results and
parameters, and according to this definitism; gives the percentage that theh model
output changes du® a 1% change in the value of th¢h parameter. Consequently, the
normalized sensitivity coefficients are comparable to each other.

The local sensitivity coefficientsanusually be determined numericabiply, and many
numerical methods exist to detenm the sensitivity coefficients. The simplest method to
obtainlocal sensitivity coefficients is thierute force methothat applies théinite difference

approximationas follows:

) Yii'Y :ﬂ
CERL) 9

where pj is thej-th parameter after its original valug)( was changedp,énder t ur |

Yi is thei-th model result obtained with the perturbed valug;af the modelIf we insert
equation(24) in the definition of the normalized sensitivity coefficient (equaf2s)), we get

oPDY B O¥-Y ROy 1YW
' Y Dp Y R-p Ppi-p ¥ I 25)

fpen

wherefpert IS called theperturbation factorwhich gives how much thgth parameter was
changed in percentage compared to its original valapplied a constant perturbation factor
to compute the local sensitivity coefficients of the kinetic parameters of the model.

Although the calculation of the sensitivity coefficientsngsthe brute force method is
simple, it may provide inaccurate coefficients. One reason for this is that eg@diconly
accurate ithere is a liear relationship between the model result and the parameter, but in the
case of reaction kinetic models, it is rarely the case. The linear approximation is
approximatelyvalid only if the perturbation of the parameter is small. However, if the

perturbationis too small,Yi andY; may be very close to each other, and so the obtained

sensitivity coefficient will have a large relative error because computers can only store
numbers up to a limited number of decimal digits. Consequetttlygbtain reliable and

accurate sensitivity coefficients, the parameter perturbation shouleithertoo large nor too
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small. In the case of kinetic parameters, | appliggk=0.05 which corresponds to a 5%
increase of the rate parameters, which isalg sufficient.

Even though the normalized sensitivity coefficients are dimensionless, their direct
comparison is difficult in the case of a large number of data points because their scaling is
different. Therefore, to facilitate the evaluation of theuits of the sensitivity analysis, let us
rescale the normalized sensitivity coefficients and define dteled normalized local

sensitivity coefficients jn; as follows:
S inj

" ma xs n (26)
j

which means that we compute @ coefficients for a given data pointi) for all parameters
({p}), and we divide eackn; by the one whose absolute value is maximal for that data point.

Therefore, the resulting nv al ues wi | | be scaled into the
say, for example, that paramejés important for data pointif
snoo0 . 1 (27)

for that data point, and this criterion can be applied for each simulation result.
4.5.1 Sensitivity analysis ofthermodynamic properties

Kov 8 cs [123t perfarined local sensitivity analysis on the thermodynamic
parameters (see Secti8r8.1.) of reaction mechanismSimilar studies have been done by
Tur 8ny|jl24et Z 8 t o[L25,eand Lanber et aJ126q previously. The method of
Ko v 8 ¢ s[12§ was aded in this study for the sensitivanalysis of the thermodynamic
parameters. As discussed in SecBahl.l the temperature dependence of the
thermodynamic properties of the species is descihiyeNASA polynomials (equation8)i
(5)). For the better readability of the text, these equations are repeated here forkspecies

S

C
= (M=, T & T T aT (28)
<
A, (T)=a, Lok Sqr G Bpqe S (29)
RT ’ 2 3 4 5 T
4
S (M=anTa, T T Br B g (30

We are interested in how much the thteermodynamic parameters;,, HS, and 7,

influence the model outputs; therefore, the following perturbations were apppeadately
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| To investigatethe effect ofcy), : only a1 was perturbed by an absolute value of +0.01,
which is equivalent to a constant +0.083¥4mol K) shift of the c;, , independent of

temperature. Note, that the perturbatioragfinfluences the values dfi,° and S° as
well, and this perturbation depends on temperature

T To investigatehe effect ofH,” : only asx was perturbed by an absolute value 8+
which resulted in a constant +0.01 changeapx/ T at 300K. This caused a

+24.79J3/ mol shift of HZ , independent of temperature.
T To investigatehe effect of S° : only azx was perturbed by an absauwalue of +0.01;

thus, theS® values were shifted by a constant +0.08314mol K), independent of

temperature.

Sinceabsolute perturbations were appliadhe case of thermodynamiafametersit is
moremeaningfulto write equation(25) in a slightly different manndsecause the perturbation
factor is not characteristidn this case The sensitivity coefficients were calculatéat the
thermodynamic quantities @b = 300K. For species molar heat capgaind molar enthaip
parametersai k andaz k) at 300K, and, the following formula was used:

4 A A0 1 Y
Mg § POy O @

whereqj is the original value of ththermodynamic quantity,cS, (300 K) and S (300 K),

respectively calculated according to the correspondorgginal NASA polynomiak), and

d =+0.01 in both casesdlote, thaflo = 300K was chosen arbitrarily as the temperature of the
investigatios; any other temperature (within the range of validity of the NASA coefficients)
could have been chosdn.equation(32), thed value characterizes the perturbatianlike in
equation(25), in which feert plays this role Then, the scaled normalized in; sensitivity
coefficients were computed according to equatizfi).

In the case of the species enthalpfask) at 300K, the full normalization of the
sensitivity coefficierd camot be utilized because the various species may have enthalpies of
different signs and ordef magnitude, which would result in biased results. Consequently,
in this casethe so-called seminormalized sensitivity coefficien{ssry) were calculateds

follows:

1 11,
SSF] R Y § _R-y_é_( (32)
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whered = +3 K. Hence, the semormalized sensitivity coefficients have a unit of (@ol).
The scaled semnormalized sensitivity coefficients § pwere computed in a similar way to
equation(26):

ssn
s — 8
$h maxs § (33
In this case, criterio(27) was adapteds follows:

sy ;00 . 1 (34)
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5. Results and discussion

5.1. The comparison of syngas/N©combustion mechanisms

The simulations were carried out witlOpenSMOKE++ All simulations were
successful, so no data point needed to be omitted for this rddsoneactor models and the

corresponding settingssed in the simulations witbpenSMOKE++are shown ifable8.

Table 8. The reactor models applied in the slations usinddpenSMOKE++

Experiment type Solver Reactor settings

JSR PerfectlyStirred Reactor isothernmiisobar

ST-IDT Batch-Reactor adiabati€isochor

FR (Cit) BatchReactor adiabatitisobar

FR (Cout) Plug-Flow-Reactor isotherniisobar

BSF PremixedLaminarFlamelD Gradient = 0.015, Curvature = 0.15

The comparison of the performance of the mechanisms was based on the following
principle: the mechanisms are compared based on the same set of data jommés not
possible, however, to use all data points for the comparison, because some pointy had ver
large (several thousand or ten thousaBdyalues for some mechanisms, which resulted in
artificially high overall E values for the models. A very high; value can have several
reasons, for example, an important missing reaction path in the mechamisamwrong
standard deviation assignmetitat does not consider the large systematic error of the
measuremenfrom our investigations, it does not turn out which one dfetbeplanations is
the real reason, but we need to excludediiata points fronthe calculations to make the
comparison unbiased. For this, | applied a-step filtering process for the data points.

| chose four mechanisms as references: ZzZiZdiy mod Glarborg2018,
Shresthe2019, Waneg2020. The first three can be considered bddiabased on the
comparati ve wo {1Rg (BAfO/NOgsystems) and that ef Kawka et @O08]

(NHs oxidation and pyrolysis), so it is relatively unlikely that an important reaction pathway
is missing from these mechanisms. My2020 is an update of Zhat2§17 mod so it should
be at least as reliable as Zhe2@17 mod Whenthe E;; value of a data point wasgherthan

100 foreachof thefour reference mechanisiibe point was omitted from the calculations.
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After the first fltration step, however, some data points with very highvalues
(several thousandpr one or a few mechanisms remained in the set of data points. These
experimental data are probably not erroneous because at least one of the three reference
mechanismseproduced them well, but their inclusion in the investigationsebithe overall
E value of the mechanisms significantly towards lakggalues Therefore, in the second
filtration step, every data point was excluded from the calculations for whidh; thelue of
any of the investigated mechanismas greater than 1000. The number of data points with
Ej > 1000 in the second filtration step for each mechanism is also indicative of the reliability
of the respective model, so besides Ehealues themsees, these numbers can also be used
for comparison.

The performance of the mechanisms is compared for each experiment type, and then,
their overall performance is discussé&tie E values are summarized in tables in each case. To
facilitate the visual interpretation of the tables, the following color codes are used for the

differentE values in the tables:

m
90E< 16
16 E©25
2 5 E©36
3 6 E©49
9 E ©64
4 E©81
1 E©100
0

4
6
8
100E O
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5.1.1Jet stirred reactor simulations

In theJSR measurements? data points needed to be excluded in the first filtration step
(10% of all data points)and further two data pointd%) were omitted in the second step,
which means that the simulation resultsnot deviate very much frothe experimental data
overall. As seen inTable9, several models have &jsrVvaluearound 1518. These models
did not have a data point with &j valueof more than 1000 in the second filtration st€pe
results suggest that changing the preexponential fac{®16j in Zhang2017 does not affect
the predictions of the JSR experimeritse E; values by datasets are summarizediable A5
for each mechanism.

Table 9. The overall error function values fdERmeasurementsEfsg and thenumber of data points with a
very high E; value E; >1000) for each mechanisnthe percentages for the points omitted in step 2 are

calculated as compared to the number of points included after sipe Isimulations were performed using
OpenSMOKE++

Eij > 1000
Mechanism EJsr ”(Step 2)
GRI3.0-1999 34.15 2 (1.2%)
SanDiege2004 21.80 2 (1.2%)
Tian-2009 16.80 0 (0.0%) Total number oKML s-5
Konnow2009 46.18 1 (0.6%) '
POLIMI-2014 23.62 0 (0.0%) Total number of datasets7
GDFKin-2016 17.34 0 (0.0%) Total number of data point&83
Zhang2017 19.34 0 (0.0%) .
Zhang2017_mod 19.34 0 (0.0%) Included data points62
SanDiege2018 24.10 1(0.6%)  points omitted in step 1.9 (10.4%
Okafor2018 28.33 2 (Lo%) | onts omittedin step 19(104%)
Glarborg2018 17.03 0(0.0%)  Points omitted in step 2(1.2%)
Shrestha 2019 16.49 0 (0.0%)
POLIMI-2019 15.43 0 (0.0%)
Han-2020 25.54 0 (0.0%)
Wang2020 16.22 0 (0.0%)
Konnow2021 33.59 1 (0.6%)
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5.1.2Shock tube simulations

In the case of shock tube simulations, no data point needed to be omigidtemhe
first or the secondiltration step, so these experimental data can be considered reliable, and
none of the mechanisms perfadvery poorly on this kind of experimenthe E values and
the number of omitted points can be seenlable 10. The Zhang2017,Zhang2017 mod
and the Wang2020 modeb have the best performance for this experiméype with Est-
pT = 6.24and 6.11, respectivelyvhich means thaheycan reproduce the experimental data
within theér N 8 uncertainty limits on average. Besides that, the Koni2®21 model also
provides relatively good results with &sr.pr value of 2.28.The E values by datasgare
summarized iMable A6 for each mechanism
Table 10. The overall error function values for $SIDT measurementsEgripr) and thenumber of data points
with a very highg; value E; > 1000) for each mechanishe percentages for the points omitted in step 2 are

calculated as compared to the number of points included after sfigpe kimulations were carried out using
OpenSMOKE++

. E;j > 1000
Mechanism EstipT ”(Step 2)
GRI3.0-1999 45.60 0 (0%)
SanDiege2004 55.33 0 (0%)
Tian-2009 35.16 0 (0%) Total number oXML s: 6
Konnow2009 61.97 0 (0%)
POLIMI-2014 41.27 0 (0%) Total number of datasets:
GDFKin-2016 40.42 0 (0%) Total number of data point80
Zhang2017 0 (0%)
Zhang2017 mod 0 (0%) Included data points880
SanDiege2018 57.75 0 (0%) Points omitted in step 0:(0%)
Okafor2018 40.32 0 (0%) . _ _
Glarborg2018 37.98 0(0%)  Points omitted in step 2:(0%)
Shresthe2019 47.15 0 (0%)
POLIMI-2019 41.07 0 (0%)
Han-2020 37.80 0 (0%)
Wang2020 620 0 (0%)
Konnow2021 22.28 0 (0%)
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5.1.3 Flow reactor simulations

Approximately D% of the FR data points needed to be excluded in the first filtration
step, and% of the remaining points in the second si&fper all these exclusions, c81% of
the data points areincluded in the comparisofable 11 shows the average error function
values for the FR measurementSour mechanismsZhang2017, Zhang2017 mod
POLIMI-2019, and Wan@020 have anErr value of less than 971 they are the
bestperforming models for this kind of experimental data, with Wa@80 being the best.
These models have only a few data points excluded in the second step aselivalues
by datasets are summarizediable A7 for each mechanism.
Table 11. The overall error function values f&iR measurementsEgg) and thenumber of data points with a
very high E; value E; >1000) for each mechanisnthe percentages for the points omitted in step 2 are

calculated as compared to the number of points included after st&fp dimulations were carried out by
OpenSMOKE++

) Ejj > 1000
Mechanism Err (Step 2)
GRI3.01999 43.59 36 (3.3%)
SanDiege2004 50.52 63 (5.8%)
Tian-2009 25.79 10 (0.9%) Total number oXML s: 46
Konnow2009 38.70 34 (3.1%)
POLIMI-2014 - 13.79 4 (0.4%) Total number of dataset33
GDFKin-2016 27.65 6(0.5%)  Total number of data point$210
Zhang2017 1 (0.1%) )
Zhang2017 mod 1 (0.1%) Included data points006
SanDiege2018 47.91 58 (5.3%)  points omitted in step 117 (9.7%)
Okafor2018 34.62 42 (3.8%) _ o
Glarborg2018 16.97 2 (0.2%) Points omitted in step 37 (8.0%)
Shresthe2019 25.21 7 (0.6%)
POLIMI-2019 - 863 8 (0.7%)
Han-2020 25.07 3 (0.3%)
Wang2020 - 597 7 (0.6%)
Konnow2021 43.07 34 (3.1%)
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5.1.4Burner stabilized flame simulations

In the case of the flow reactor measurements, approxinm@¥elgf the data points eve
excluded in the first filtration stefowever, in the second filtration step, almost 20% of the
points needed to be omitted. As can be seéraliie 12, there is a great difference between
the number of points having & valueof more than 1000 for the various mechanisms. The
two worstperforming models were the SanDie@®04 andSanDiege2018 mechanisms
they had anEk; value of more than 1000 for cal5% of thedata points In addition,
GRI3.0-1999, POLIMI2014, Okafor2018, Har2020 also had much moEg > 1000 results
after the first filtration step than other mechanisms. It is wodhng that none of the
mechanisms have dfisr value of less thar80, which shows that there islarge deviation
between the experimental and simulation results of BSF experimEmsE; values by
datasets are summarizedTiable A3 for each mechanism.

Table 12. The overall error function values f&SF measurementEgsy) and thenumber of data points with a

very high E; value E; >1000) for eah mechanismThe percentages for the points omitted in step 2 are
calculated as compared to the number of points included after step 1.

. Eijj > 1000
Mechanism E

| BSF (Step 2)
GRI3.0-1999 72.80 31 (9.4%)
SanDiege2004 B2OBE 50 (15.2%)
Tian-2009 33.00 2 (0.6%) Total number oXMLs: 4
Konnow2009 32.84 1 (0.3%)
POLIMI-2014 71.01 31 (9.4%) Total number of dataset29
GDFKin-2016 40.83 2(0.6%)  Total number of data point861
Zhang2017 35.91 6 (1.8%) .
Zhang2017 mod 35.91 6 (1.8%) Included data point266
SanDiege2018 B 50(152%)  pints omitted in step B1 (8.6%)
Okafor2018 65.61 31 (9.4%)
Glarborg2018 34.98 2 (0.6%) Points omitted in step 84 (19.4%)
Shresthe2019 30.28 0 (0.0%)
POLIMI-2019 33.31 2 (0.6%)
Han-2020 - 139.79 21 (6.4%)
Wang2020 35.91 6 (1.8%)
Konnow2021 30.19 1 (0.3%)
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5.2. The comparison of the results withFlameMasterand OpenSMOKE++

FlameMasterand OpenSMOKE++are combustion simulation packages that solve the
kinetic system of differential equations numericalgnd they use the sanmsubroutine
(CVODE[127)) to solve the initial value problenTo consider the simulation results reliable
and reproducible, it is expected that the two solvers provide almost identical results for the
same experiment (small deviations are allowed due to the numerical integeag@sially in
the case of 1D computationsTo explore this, | chose four mechanisms, the
Zhang2017 mod Glarborg2018, Shresth@019, andPOLIMI-2019 models (the last one
was also found to be relatively reliable in Secol). | performed the same simulations with
both solver packages, and the average error function velees calculatedor both cases
(Table 13). Note, thatthe Egsr os values of Glarborg018 and Shresth2019 differ from
those in Sectiob.1 because several data points could not be simulated hyttiéviefore
these points had to lexcluded from this comparisoilso, in the case of FR experiments,
adiabatic reactor settings warsed for the simulations because the isotherm settings are not
applicable in the case #&lameMaster Hence, the overall error function values obtained with
OS in this section differ from

those in Sectiob.1 This is also Shock tube measurement

true for the number of included ,gx1o-n] ¢ FlameMaster
4 OpenSMOKE + +
data pointsTable 14 summarizes g 310 §
. . T 3.0x10711 4 H

the results of the pointwise g ) $

g 25%10 1 4 !
comparison of the simulation g 2.0x10-2+ !
results obtained by the two solvers %1'5“0_”' :

= 1.0x107 A 4
for the four reference [ . .. ‘
mechanisms. It shows the 0.0 ; . : : ;

10° 10°® 1077 10® 10~> 10™* 1073 1072 107!
time/s

percentage of the data points fo

which the two kinds of simulation Figure 9. Comparison of theomputed OH (excitedOH) profiles
by FlameMasteandOpenSMOKE++during a STIDT

results devia@ significantly experimenusing the Zhan@017 modmechanisminitial gas
composition (in mole fractions): BECO, 00005H,

(Asuspbcinolereer o 0.01 N0, 0.9595Ar; temperature and pressure behind the
. reflected shock wavel838K, 1.4atm These conditions refer to
the caption ofTable 14 to the point 12 0fx10401000.xml (se@able A?).

definition of suspicious points.
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Table 13. Error function values of four selected mechanisms calculatedthbyFlameMaster and

OpenSMOKE++solvers, regectively.qp wa s

c a | Eesii Erq) { avedlagefos; E-f).

Zhang-2017_ mod Glarborg-2018  Shrestha2019  POLIMI -2019

Essr: 162 data points

FM

oS

% 0.0% 0.0% 0.0% 0.0%
Estipr: 80 data points

FM 37.% 46.77 41.07

oS 37.98 47.16 41.19

% +1.3% +0.1% +0.8% 10.3%
Err: 1049 data points

FM 26.63 39.14 65.05 -

oS 26.60 39.02 64.91

p % 10.1% 10.3% 10.2% 10.8%

Essr: 266/106 data poirits

FM 32.90 36.66 - 34.41

oS 35.91 38.45 33.31

% +8.8% +4.8% 110.8% 13.2%

& Different reactor settings were applied as in Sedidntherefore, the number of included points is alst

different

b In the case of Glarborg018 and Shresth2019, not all BSF simulations could be performed by FM
therefore, only 107 data pofmivere included in the comparison in those cases.

Table 14. The pointwise comparison of the simulation resultflameMaser and OpenSMOKE++ A data
point was considered suspus if the relative deviation between the simulation results obtained by the
solvers was more thad% and the absolute deviation was more than 10 ppm in the case of
zerodimensionalconcentration measurements (JSR,) BRd more tharBes in the ase of the SADT
measurement3.hese limits were 5% and 2pm for the BSF experiments (edemensional simulations).

Zhang-2017_mod Glarborg-2018 Shrestha2019 POLIMI -2019

JSR
Investigated points: 183 183
Suspicious points: 0 (0%) 0 (0%) 0 (0%)
ST-IDT
Investigated points: 80 80
Suspicious points: 0 (0%) 0 (0%) 0 (0%)
FR
Investigated points: 1210 1210
Suspicious points: 0 (0%) 0 (0%) 2 (0.2%)
BSF
Investigated points: 186 361
Suspicious points: 175 (48%) 79 (43%) 58 (31%) 209(58%)
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As can be seen iiffable 13 and Table 14, the results of the JSFEST-IDT, and FR
computations agree excellentthereforg these simulation data can be considered reliable. In
Section5.1.2 the results of OS were used for the mechanism comparison because the
simulations with OS ar faster than with FM, in general. To demonstrate the excellent
agreement between the solutions of the two solvers, the computed OH* concentration profiles
during an STIDT experiment are plotted together kingure 9. The ignition delay time was
determined based on the OH* concentration profile in this experiment.

In the case of BSF measuremertt® deviation between themulation results of the
two solversis much more significarthanin the previous case3#ble13 andTable14). This
is not surprising because in the case ofdingensional simulations, a greater numerical error
can be expected, although a maximum of ca. 5% deviation would be satisfactory. It can also
be seen that in some caseBM provides somewhatlower average E values
(Zhang2017 mod Glarborg2018), but in other cases, th@S better reproduces the
experimental data, on avera@ghresthe2019, POLIMI2019) However, as shown ifable
14, averyl arge fraction of the data pioeDW).tits can
means, for example, that even thoughBhe- values of ®LIMI-2019 differ only by 0.3%, it
is because the pointwise large deviations between the simulation results to either direction
compensate each other, which results in the very similar avEgagealues.Note, that there
are several suspicious pointsath XMLs for each mechanism, so these points do not belong
to only one or a few experiments. Section5.1.4 the results of OS were used because in that
case, all snulations were successful, whereas FM failed to simulate at least one experiment
for several mechanisms. This way, no data point needed to be omitted due to failed
simulations.

Figure 10 shows the profiles of some physicathemical propertiecomputedin a
burner stabilized flambéy the two solversThe experimental temperature values are usually
published for BSF measurements at certain distances from the burner plate, and this
information is stored in the XML file. The solvers use this experimental temperature profile
for the computationsand theycalculate the temperature values between the distances where
they were experimentally measured lipear interpolation. Therefore, theomputed
temperature profiles of the two solvers agree well (top left gr&fwever, as shown for CO
and OH, the compgad concentration profiles do not coincide satisfactoiye possible
reason for the disagreement is the fact theen thoughthe number of grid points is
approximately equal in the two cas#se two solvers distribute the grid points in different

ways along the distance axis (séegure 10), which may cause deviations in the simulation
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results.lt can be concluded that the BSF simulation resultsredavith eitheror bothof the
utilized solvers may not be reliabléherefore mechanismcomparison andlevelopment

shouldnot be based on these experimental.data

BSF measurement CO concentration profile

e FlameMaster
4 OpenSMOKE + +

BSF measurement temperature profile
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Figure 10. Comparison of the computed temperature sordeconcentration profiles biflameMasterand
OpenSMOKE++during a BSF experimenising the Zhan@017 modmechanismNote the different scaling of
the OH concentration axes in the two graphs at the bottey are used to highlight the concentration
differences at small OH concentrations (kmgle) and large OH concentrations (linear scdlgjial (unburnt)
gas comosition (in mole fractions): 082CO, 0258H,, 0.284 N20, 0.376 Ar; unburnt gas pressurg@d Torr,
temperature300K, initial flow rate: 83cm/ s. These conditions refer to x60401000.xggeTable AM). The
flame front is at around dm from the burner plate on this distance scale.
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