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1. Introduction  

 

The term ñsyngasò (a shortened form of synthesis gas) is a synonym for ñwet COò in the 

field of combustion chemistry. Syngas is the mixture of hydrogen (H2) and carbon monoxide 

(CO), and possible additional diluted species such as carbon dioxide (CO2) and/or water vapor 

(H2O), etc. ñWet COò is distinct from ñdry COò, where the latter is pure CO gas in the 

absence of any hydrogen compound. The distinction is important because the combustion 

characteristics of the two gas mixtures are very different. From a practical point of view, only 

the combustion of wet CO is relevant [1]. 

Syngas can be produced by the gasification of coal or biomass [2-4]. The resulting gas 

mixture can then be used for electricity production in gas turbines (GT), internal combustion 

engines, and boilers [5]. The use of syngas as a fuel may provide a clean (low emission), well-

controllable and efficient way of energy production; therefore, it is relevant in environmental 

protection [5]. To design new syngas-based engines or power plants, accurate chemical 

kinetic models are needed that can describe the combustion of syngas mixtures under 

conditions relevant to the industrial application. In recent years, several kinetic mechanisms 

have been published that aimed to describe the combustion of syngas mixtures [6-11]. In the 

work of Varga et al. [11], a collection of syngas combustion mechanisms (published before 

2016) can be found. 

The accurate modeling of syngas combustion is important from another aspect as well. 

Today, in most internal combustion engines, the main fuel is a hydrocarbon or a hydrocarbon 

mixture. However, it is well-known that the oxidation kinetics of hydrocarbons has a 

hierarchical nature [1]. It means that, at high temperatures, small molecules and radicals 

control the oxidation kinetics of fuels with a larger carbon number. In this mechanism, CO is 

a very important intermediate species [9]. The combustion mechanism of syngas (H2/CO) is 

the basis of all high-temperature hydrocarbon oxidation [11]. 

Nowadays, a great interest can be seen toward the exploration of the combustion 

mechanisms of gas mixtures that contain also nitrogen compounds. The reason for this is that 

one of the most important issues of recent times is the reduction of the emission of air 

pollutants. Air pollutants are predominantly formed in the combustion of fossil fuels during 

energy production. These processes take place in, for example, the industry, the heating of 

households, and transportation. One of the most important groups of air pollutants is nitrogen 

oxides. Based on quantity and stability, the most significant nitrogen oxides are nitric oxide 
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(NO), nitrogen dioxide (NO2), and nitrous oxide (N2O), and these compounds will be referred 

to as NOx here. This study investigates the combustion of syngas (H2/CO) mixtures that also 

contain at least one of the NOx species. 

The NOx compounds have several harmful effects on the environment and the human 

health. NO and NO2 significantly contribute to the formation of acid rain in the troposphere 

and are major constituents of photochemical smog. N2O is inert, not soluble in water, so it has 

a large residence time in the troposphere, and therefore it can reach also the stratosphere. The 

molar absorption coefficient of N2O is large in the IR range but it is small in the UV/VIS 

range, hence N2O is a greenhouse gas. Moreover, it can be converted to NO, and NO 

catalyzes the decomposition of ozone in the stratosphere; therefore, N2O indirectly contributes 

to the destruction of the ozone layer. More details on the role of the NOx compounds in the 

atmosphere can be found in the book of Seinfeld and Pandis [12]. Due to these harmful effects 

of the NOx compounds, the minimization of NOx emission is crucial during the energy-

producing processes, and in the meanwhile, the efficiency of the energy production should not 

deteriorate significantly. To find an optimum of these two purposes, it is necessary to know 

the chemistry of the reactions that occur in the combustion chambers of engines and gas 

turbines. 

Though in gas turbines and reciprocating engines, the nitrogen is initially predominantly 

present in the form of N2 that comes from the air (oxidizer), the investigation of fuel/oxidizer 

gas mixtures doped with NOx compounds is itself very important. First, NOx compounds, 

even in very small amounts, have a significant effect on most combustion systems such as 

syngas/oxidizer mixtures: by opening new reaction paths, and most importantly by altering 

the H/O radical pool during combustion, they can change the reaction rate substantially. This 

property is called the sensitizing effect. This effect was demonstrated in several combustion 

systems, from low to high temperatures for various fuels [13-19]. The investigation of 

syngas/NOx systems is of particular importance as Ahmed et al. [20] showed that the NOx 

formation and the kinetic fuelïNOx interactions are still not explored appropriately in 

hydrogen and syngas combustion systems. 

Second, if too much NOx is formed during the operation of a power plant or a means of 

transport, then the NOx emission must be reduced. Several methods have been developed for 

this purpose. To improve the techniques of controlling the NOx-emission of combustion 

systems, better knowledge of NOx chemistry is inevitable.  
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2. The objectives of the present study 

 

The Chemical Kinetics Laboratory at ELTE Eºtvºs Lor§nd University [21] deals with 

the computer modeling of gas-phase combustion processes. The group aims to evaluate the 

performance of combustion models based on experimental data from the literature and to 

develop new combustion mechanisms for various combustion systems. The work presented in 

this study was carried out within the frame of this research group. My research investigated 

the combustion of gas mixtures in which the fuel was syngas (H2/CO), and NOx species were 

also added to the mixture. 

The aims of this study can be summarized as follows: 

(i) Collection of experimental data on the combustion of syngas/NOx gas mixtures from the 

literature and preparing data files that are suitable for simulation programs to model 

these experiments. 

(ii)  Collection of recent, detailed reaction mechanisms from the literature that can describe 

the combustion of syngas/NOx combustion systems. 

(iii)  Simulation of the collected experiments with the mechanisms using two different 

numerical solver packages. 

(iv) Quantitative evaluation of the performance of the mechanisms under various conditions, 

based on the simulation and experimental results. 

(v) Comparison of the performance of the mechanisms in a quantitative way. 

(vi) Comparison of the simulation results obtained by the two solver packages. 

(vii)  Investigation of the best-performing model by sensitivity analysis to identify the 

parameters that are most influential on the model outputs. 

(viii)  Discussion of further research opportunities. 
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3. Liter ature review and data collection 

 

In this section, the experimental techniques often applied for the investigation of the 

combustion chemistry of syngas/NOx gas mixtures are introduced first (Section 3.1). After 

that, I present the data that were collected from the literature and that will be used in this 

study for the comparison of the performance of the mechanisms (Section 3.2). Finally, I show 

the recent reaction mechanisms that can describe the combustion of syngas/NOx systems and 

that were investigated in this work (Section 3.3.2). The structure of gas-phase combustion 

mechanisms is also discussed briefly based on the CHEMKIN reaction mechanism format 

(Section 3.3.1). 

 

3.1. Indirect experimental techniques in combustion chemistry 

 

In Section 1, it was discussed why the computer modeling of syngas/NOx combustion 

systems is important in practice. When a reaction mechanism is being developed, researchers 

rely on various types of data: results of theoretical chemistry calculations, direct experimental 

data, and indirect experimental data. The results of theoretical chemistry calculations [22-25] 

are primarily used to determine the thermochemical data of a species or to estimate the rate 

coefficient of a selected reaction at different pressures and temperatures. The latter purpose 

can also be achieved by performing direct experiments [26-29]. 

In the case of indirect experiments, a quantity that is characteristic of the whole 

reaction, i. e., the whole set of reaction steps, not only one reaction step, is measured. When a 

reaction mechanism has been constructed, it must be validated against experimental data, 

which means that indirect experiments are simulated with the mechanism, and the simulation 

results are compared to the results of the indirect experiments. The more accurate the 

predictions of the mechanism compared to the indirect experimental results, the better the 

performance of the model. 

Since the main aim of this treatise is to compare the performance of several combustion 

mechanisms of syngas/NOx systems, some indirect experimental techniques that are relevant 

for this research are introduced in this section. These methods can be divided into two groups. 

One group contains methods in which the experiment can be simulated by a homogeneous gas 

mixture model (see [30] and p. 339. in [31]). These techniques are discussed in Section 3.1.1. 

The homogeneity of the gas mixture can be approximated experimentally by premixing the 
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reactants to aim the ñperfectò mixing of the reactor zone. The computer simulation of these 

systems is called zero-dimensional (0D) because the physicalïchemical properties do not 

depend on any spatial coordinate in the simulation. The experimental studies of flames belong 

to the other group. The computer simulation of flames is more complicated than that of 

homogeneous systems because flames can only be simulated by spatially one- or 

more-dimensional models. In this study, one-dimensional (1D) flames are treated 

(Section 3.1.2) whose physical-chemical properties are a function of the distance from the flat 

burner plate (burner stabilized flames). 

 

3.1.1. Spatially homogeneous reactor models 

 

3.1.1.1. Jet stirred reactor (JSR) 

 

The main part of a jet stirred reactor (JSR), which is often called the perfectly stirred 

reactor (PSR), is a spherical reactor with a wall made of glass or quartz placed in a thermostat 

to keep the reactor at constant temperature (Figure 1, Figure 2). After the preheating section, 

the reactant gases that are usually highly diluted with the bath gas are continuously introduced 

into the reactor at a given mass flow rate through nozzles that point in different directions 

causing a turbulent flow in the reactor. In this construction, it can be assumed that the gases 

are perfectly mixed in the sphere, and therefore the reaction mixture can be considered 

homogeneous. The temperature in the reactor is measured by thermocouples (Figure 2) and 

the pressure is kept constant. At the opposite side of the sphere relative to the inlet, an outlet 

valve can be found. This valve is opened at a given pressure such that a steady state is 

maintained in the reactor. When the steady state has evolved, the outlet gas mixture is 

sampled and analyzed by the appropriate analytical techniques. The important experimental 

parameters in JSR measurements are the residence time in the reactor and the volume of the 

reactor [32-34]. The residence time is usually denoted by Ű, and it is the time that the inlet 

gases spend in the reactor, on average, between the inlet and the outlet. If the mass flow rate 

of the reactants is set to constant in the experiments, the residence time decreases with 

increasing temperature. 

Note that preheating and high dilution of the reactants are needed to minimize the 

temperature fluctuations in the reactor caused by the heat effects of the chemical reaction. 

This way, the temperature of the reactor may be kept at a constant value within a few kelvins. 

Note, however, that if the gas mixture is not highly diluted or if the reaction has very large 
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heat effects, the temperature of the reactor may vary significantly, and, in this case, the 

isothermal steady state modeling approach may not be valid for this experiment type. A more 

detailed theoretical and practical overview of the jet stirred reactors used in combustion 

studies can be found in Chapter 8 of the book of Battin-Leclerc et al. [35]. 

 

Figure 1. The jest stirred reactor used at the 

Laboratoire R®actions et G®nie des Proc®d®s (Nancy, 

France). Source of the figure: p. 186. of the book of 

Battin-Leclerc et al. [35]. 

 

Figure 2. The schematic of a jet stirred reactor. 

1: preheating resistor, 2: capillary for the inlet of the 

fuelïbath gas mixture, 3: inlet of the oxidizerïbath 

gas mixture (main flow), 4: heating resistor, 5: point 

of mixing, 6: injectors, 7: the spherical reactor, 8: gas 

outlet valve and sampling, 9: thermocouple. 

Source of the figure: Dagaut et al. [32]. 

 

3.1.1.2. Shock tube (ST): measuring the ignition delay time 

 

The shock tube (ST) is a 5ï10-meter-long steel tube with a diameter of 60 mm, 

typically. The tube is divided into two compartments by a membrane which is also called a 

diaphragm (Figure 3). In one of the compartments (the driver section), there is the high-

pressure (ca. 50 atm) driver gas which is an inert gas (usually Ar or N2). In the other 

compartment (the driven section), the investigated low-pressure fuelïoxidizerïdiluent gas 

mixture is located. 

At the start of the measurement, the diaphragm is ruptured mechanically (e. g., by a 

sudden increase of the pressure), and a shock wave starts propagating in the tube towards its 

low-pressure end, this is the so-called incident shock wave. This propagating shock wave 

compresses the gas mixture in the tube; consequently, the temperature and the pressure of the 

gas located in front of the shock wave increase suddenly. As the shock wave reaches the low-
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pressure end of the tube, it is reflected back from the wall, and the so-called reflected shock 

wave starts propagating in the opposite direction (towards the originally high-pressure end of 

the tube). The reflected shock wave has the same effect on the gas mixture as the incident 

shock wave; therefore, another sudden increase in the temperature and the pressure of the gas 

mixture can be observed. Nowadays, in almost all measurements, the experimental conditions 

are designed such that the ignition takes place due to the reflected shock wave, and the 

incident shock wave has only the role of pre-heating the mixture. The reason for this is that 

the computer simulation of the ignition behind the reflected shock wave is simpler and more 

reliable. 

Due to the ignition, the pressure and the temperature of the gas mixture often increase 

suddenly, once more. However, since the gas mixtures are usually highly diluted, the pressure 

and temperature increase are often not very significant. In these cases, the start of the ignition 

is usually indicated by the sudden increase of the concentration of intermediate species that 

are typically highly reactive radicals. The concentrations of these radicals are measured by an 

optical spectroscopy technique. The ignition of a high-pressure and -temperature gas mixture 

does not take place immediately upon the arrival of the reflected shock wave, but only after a 

certain amount of time when the radical concentrations are so large that they can induce the 

ignition. The elapsed time between the compression (i. e., the arrival of the reflected shock 

wave) and the ignition is called the ignition delay time (usually denoted by Ű, Űign, or IDT), and 

the shock tube is most often used for measuring this quantity. 

The ignition delay time can be detected in many ways, depending on the actual 

experimental device. Recently, Zhang et al. [37] collected 37 different ignition delay time 

 

Figure 3. The schematic representation of a shock tube used in the work of Zhang et al. [36]. 



11 

detection methods in methane combustion experiments. 

In the work of Burke et al. [38], several modern 

experimental constructions of shock tubes are shown, 

which are applicable for the determination of ignition 

delay times. 

 

3.1.1.3. Tubular f low reactor (FR) 

 

The tubular flow reactor (FR), which is often 

referred to as plug flow reactor, is a quartz or glass tube 

which is heated (thermostated) by electric cartridges 

from the outside. At one end of the tube, the reactant 

gases and the inert bath gas(es) enter the tube in 

separate inlets, and they flow through the tube with a 

constant flow speed. The chemical reaction takes place 

in the tube (at the preselected temperature), and then, at 

the other end of the tube, the outlet gas mixture is 

cooled down, and the concentrations of some chemical 

species are measured by the appropriate analytical 

technique(s). To approximate the conditions of 

homogeneous combustion, a mixing zone is placed 

before the reaction zone where the reactant gases can 

mix. A schematic of a tubular flow reactor is given in 

Figure 4. The temperature is measured by thermocouples in the reactor along the tube, and the 

pressure is also recorded. 

Note, that to ensure a uniform temperature profile in the reaction zone, the inlet gases 

are preheated by separate thermostats. However, a really uniform temperature profile still 

cannot be created along the whole tube despite this effort; the ends of the tube are always 

cooler than the reaction zone (the middle part). Sometimes, the authors publish the 

experimentally measured temperature profiles along the reactor axis (Figure 5). In these cases, 

the simulations of flow reactor experiments can be performed using these temperature 

profiles, the length and the diameter of the reactor, and the flow velocity of the inlet gas 

mixture as inputs. As can be seen in Figure 5, it usually can be achieved that the reaction zone 

has a constant temperature within a few kelvins. Therefore, in the lack of experimental 

 

Figure 4. Schematic of a tubular flow 

reactor. 1: inlets for reactants, 

2: inlet for inert bath gases (main flow), 3: 

reactant mixing zone and injection into 

the main flow, 4: reaction zone, 

5: outlet, 6: cooling air. 

Source of the figure: Glarborg et al. [39]. 
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temperature profiles, it is a good approximation that the reaction takes place at a constant 

temperature. In these cases, the residence time of the gas mixture in the reaction zone and the 

isothermal temperature are used as input parameters for the simulations. Of course, the latter 

approximation is less accurate. 

There are two types of flow reactor experiments widely used in combustion chemistry: 

measuring outlet concentrations or measuring concentrationïtime profiles. In the first case, 

the outlet concentration of some species is measured as described above. Usually, these 

measurements are carried out at different reaction temperatures and the outlet concentrations 

are plotted as a function of temperature [14, 39, 40], but other properties can also be chosen as 

the independent variable such as the initial concentration of a species [39, 40] or the residence 

time [40]. In the case of concentrationïtime profile measurements, the concentrations of some 

species are measured as a function of reaction time at constant temperature and pressure. The 

different reaction times are ensured by sampling the flowing gas mixture at different axial 

positions compared to the point of mixing. The distances are then converted to reaction times 

by taking into account the mass flow rates of the gases. 

A detailed theoretical and practical description of flow reactor experiments in 

combustion chemistry can be found in Chapter 9 of the book of Battin-Leclerc et al. [35]. 

 

3.1.2. Burner stabilized flames (BSF) 

 

The investigation of flames reveals additional important physical properties of the 

investigated system. For the validation of combustion mechanisms, 1D experiments are 

 

Figure 5. Experimentally measured temperature profiles along the axis of a tubular flow reactor at different 

isothermal zone temperatures at 30 bar during ammonia oxidation [41]. Source of the figure: Song et al. [41]. 
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frequently applied, because there are widely used computer codes that can relatively easily 

simulate such experiments. The modeling of two- or three-dimensional experiments is 

computationally more challenging and expensive. In this section, one type of one-dimensional 

experiments with flames is introduced, namely, the investigation of the structure of burner 

stabilized premixed flat flames. 

In a typical burner stabilized flame experiment, the concentration profiles of some 

species are measured in the flame. The most frequently used experimental device is the so-

called flat flame burner (Figure 6). In this case, the flame is stabilized on the burner head, and 

the flame is assumed to be stationary. In these experiments, the concentrations of some 

species are measured as a function of the distance from the burner plate by a quartz sampling 

nozzle or an appropriate spectroscopy method [42-44]. In Figure 7, the schematic of an 

experimental setup is shown from the work of Seery et al. [42] in which molecular beam 

sampling with mass spectroscopy was applied to analyze the structure (composition) of the 

flame. 

In these measurements, there is heat loss from the flame towards the burner plate, so the 

flame front is not adiabatic. The computer simulation of these flames is rather challenging 

without knowing the experimental temperature profile above the burner; therefore, the 

temperature of the flame is also usually measured as a function of the distance from the 

burner plate. This temperature distribution is used as an input parameter for the computer 

simulations. 

 
Figure 6. The cross-section of a flat flame burner. The 

figure was modified from [45]. 

 
Figure 7. The experimental setup of a flat flame 

burner measurement using molecular beam sampling 

and mass spectroscopy for analyzing the flame 

structure. The figure was modified from the work of 

Seery et al. [42].  
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3.2. Collection of indirect experimental data on syngas/NOx systems 

 

In this section, the collected indirect experimental data from the literature are presented 

and the main features of the data collection are discussed. Table 1 and Table 2 contain the 

collected indirect experimental data that are used in this study for mechanism comparison. 

Table 1 summarizes the main targets of the experiments, and Table 2 contains the 

experimental conditions in more detail. 

In Table 2, the composition of the gas mixture is characterized by the so-called 

equivalence ratio, ū, which is often denoted by ű. This quantity is defined as follows: 

fuel

oxidizer

fuel

oxidizer stoichiometric

,

n

n

n

n

F=
å õ
æ ö
ç ÷

 (1) 

where n is the molar amount of the component. Hence, ū describes whether the gas mixture is 

fuel-rich or fuel-lean, compared to the stoichiometry of the main combustion reaction. If 

ū < 1, the mixture is fuel-lean, if ū > 1, it is fuel-rich, and if ū = 1, it is referred to as 

stoichiometric. Table 2 also shows that the oxidizer was O2 in most experiments, and the inert 

bath gas (diluent) was N2. In a few cases, O2 was replaced by N2O as the oxidizer, and in 

these experiments, N2 was replaced by Ar. 

Table 1. The main targets of the indirect experiments on H2/CO/NOx systems. 

Reference Apparatus Main target 

Dagaut (2003) [33] 
JSR 

reburning with H2/CO 

Dagaut (2003) [34] sensitizing effects of NO on H2/CO oxidation, reburning with H2/CO 

Dean (1978) [46] 
ST 

ignition of H2/CO with N2O as oxidizer 

Kopp (2012) [47] ignition of H2/CO with N2O as oxidizer 

Hulgaard (1993) [48] 

FR 

decomposition of N2O in the presence of CO 

Roesler et al (1995) [49] sensitizing effects of NO on moist CO oxidation 

Glarborg (1995) [50] sensitizing effects of NO/NO2 on moist CO oxidation 

Glarborg (1996) [39] sensitizing effects of NO on moist CO oxidation 

Alzueta (1997) [51] reburning with CO 

Mueller (1999) [15] sensitizing effects of NO/NO2 on moist CO oxidation (up to 10 atm) 

Glarborg (2000) [52] reburning with H2/CO 

Rasmussen (2008) [14] sensitizing effects of NO/NO2 on H2/CO oxidation (up to 100 atm) 

Dindi (1991) [53] 
BSF 

structure of CO/N2O flames at low p 

Vandooren (1997) [43] structure of H2/CO/N2O/Ar flames at low p 
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As seen in Table 1, the indirect experiments may be grouped into three categories based 

on the targets of the investigations. The main groups are the reburning process of 

non-hydrocarbon fuels, the sensitizing effects of NO/NO2 on syngas combustion, and the 

combustion of syngas/N2O systems. The first two processes are discussed in Sections 3.2.1 

and 3.2.2 in more detail. 

 



 

Table 2. Indirect experiments on H2/CO/NOx systems and the experimental conditions. 

Reference App.a Profile XML/ Ds./Dp.b Fuel Ox.c Dopant Dil.d p / atm T / K  ū 

Dagaut (2003) [33] 
JSR 

coutïū 2/9/96 H2/CO O2 NO N2 1.0 1100, 1400 0.5ï2.5 

Dagaut (2003) [34] coutïT 3/8/87 H2/CO O2 NO N2 1.0 800ï1400 0.1, 1.0, 2.0 

Subtotal:   5/17/183        

Dean (1978) [46] 
ST IDTïT 

4/4/47 H2/CO N2O ï Ar 1.2ï2.2 2000ï3000 3.0, 11.6 

Kopp (2012) [47] 2/2/33 H2/CO N2O ï Ar 1.4, 10.4 1650ï2250 3.1 

Subtotal:   6/6/80        

Hulgaard (1993) [48] 

FR 

cout 2/4/24 CO N2O(/O2) ï N2 1.0 950ï1400 ï 

Roesler (1995) [49] cït 2/2/38 CO O2 NO/H2O N2 1.0 1000 0.1, 1.0 

Glarborg (1995) [50] cout  10/19/280 CO O2 NO/(NO2/)H2O N2 1.05 800ï1400 0.01ï0.02 

Glarborg (1996) [39] cout 4/4/60 CO O2 NO/H2O N2 1.05 800ï1300 0.01 

Alzueta (1997) [51] cout 1/3/66 CO O2 NO N2 1.0 900ï1400 1.3 

Mueller (1999) [15] cït 11/22/394 CO O2 NO/H2O N2 0.5ï10.0 950ï1010 0.3 

Glarborg (2000) [52] cout 13/24/153 CO O2 NO/H2O N2 1.0 1200ï1800 0.1ï10 

Rasmussen (2008) [14] cout 3/15/195 H2/CO O2 NO/NO2 N2 20, 50, 100 600ï900 0.06 

Subtotal:   46/93/1210        

Dindi (1991) [53] 
BSF 

cï

HABe 

1/18/175 CO N2O ï ï 0.07 298f 1.0, 1.32, 1.5 

Vandooren (1997) [43] 3/11/186 H2/CO N2O ï Ar 0.04 300f 1.19 

Subtotal:   4/29/361        

Total:   61/145/1834        

a: Apparatus, b: Number of XML  files/datasets/data points, c: Oxidizer, d: Diluent, e: Height above the burner, f: Unburnt gas temperature.



 

3.2.1. The reburning process for non-hydrocarbon fuels 

 

The reburning process is a method to reduce the NOx emission of practical 

combustors. It reduces the NO formed during the combustion back to N2 by the clever 

modification of the combustion process [54]. It is based on the observation of Myerson et 

al. [55] that the reaction of hydrocarbon radicals with NO is fast. The practically applied 

method based on this reaction was developed by Wendt et al. [56], in which the fuel is used to 

reduce the NO in the exhaust gas mixture. 

In reburning, the combustion of the gas mixture is carried out as a three-stage 

combustion process. In the first stage, the gas mixture is usually moderately fuel-lean and the 

temperature may be high to ensure efficient combustion, and therefore a significant amount of 

NOx is usually formed from the combustion air and/or from fuel-bound nitrogen. The second 

stage is the so-called reburning zone where the secondary, so-called reburning fuel is added to 

the gas mixture to reduce the NOx formed in the first stage as efficiently as possible. The last 

stage is the so-called burnout zone, where excess air is introduced to the system (fuel-lean 

conditions) to complete the combustion. In this stage, the temperature should be relatively low 

to avoid the high-temperature Zeldovich NO formation [57]. The prompt NO formation which 

is relevant in fuel-rich mixtures [58-61] is suppressed by the application of excess air. From 

now on, the term ñreburningò will be used to refer to the second stage of the process where 

the NOx is reduced by the reburning fuel. 

When the reburning fuel is a hydrocarbon, which is the most common scenario, the 

attack of CHn radicals on NO is the initiation reaction of the reburning process: 

CHn + NO = products. (R1) 

However, it is also possible to use H2, CO, or syngas as the reburning fuel, and in this case, 

the CHn radicals are not present in significant amounts [52] under reburning conditions. 

Therefore, other reactions than (R1) initiate the process. The reburning process for syngas (a 

non-hydrocarbon fuel) is discussed here based mainly on the work of Glarborg et al. [52]. The 

experimental and theoretical investigation of this process is important because most gas 

mixtures obtained by the gasification of coal, biomass, etc., and used as fuel (such as syngas) 

have a very low or negligible hydrocarbon content. Therefore, these studies may have 

implications on the potential application of these gas mixtures as reburning fuels. 

At medium temperatures (900ï1800 K), which is relevant for the reburning process, the 

primary scheme for the removal of NO starts with the H radical (stemming from the O/H 

radical pool) attacking the NO (R2). This reaction requires a third-body colliding partner and 
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produces the HNO intermediate. Then, the HNO reacts with another H radical, and the key 

product of the reaction is the NH intermediate (R3). This NH radical reacts with another NO 

molecule and converts it to N2 either directly (R4) or in a two-step process through N2O (R5)ï

(R6). 

H + NO + M = HNO + M, (R2) 

HNO + H = NH + OH, (R3) 

NH + NO = N2 + OH, (R4) 

NH + NO = N2O + H, (R5) 

N2O + H = N2 + OH. (R6) 

The key step in the (R2)ï(R6) scheme is the reaction of the HNO intermediate with H in 

(R3), because two important reactions compete with it, which convert the HNO species back 

to NO, and thus, they impede the NO reduction: 

HNO + H = NO + H2, (R7) 

HNO + OH = NO + H2O. (R8) 

If the conditions are reducing (ū > 1), the H2 and CO concentrations may be large enough to 

make the following reactions important: 

HNO + H2 = NH + H2O, (R9) 

HNO + CO = NH + CO2. (R10) 

The resulting NH would then react via the (R4)ï(R6) scheme, and thus would reduce the NO 

back to N2. (R9) and (R10) are not important below 1400 K according to Dagaut et al. [34]. 

Above 1400 K, the role of these reactions is not completely clear [52].  

Note, that there is another route that can lead to NH from HNO, which involves the 

formation of H2NO and HNOH intermediates, but this pathway is not important under 

conditions relevant for reburning. 

 

3.2.2. The sensitizing effects of NO and NO2 on H2/CO combustion 

 

Several experiments in Table 1 studied the sensitizing effects of NO and NO2 on the 

combustion of syngas mixtures; therefore, this topic is summarized here shortly, based mainly 

on the work of Glarborg et al. [50] and Mueller et al. [15]. 

In small concentrations, NO promotes the oxidation of CO and H2 at medium 

temperatures (ca. 850ï1250 K) due to the reaction 

NO + HO2 = NO2 + OH (R11) 
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which produces reactive OH radicals from unreactive HO2 radicals from the H/O radical pool. 

The resulting OH radicals may then react with H2 and CO as 

H2 + OH = H2O + H (R12) 

CO + OH = CO2 + H (R13) 

to form catalytic cycles which oxidize H2 and CO. Thus, the oxidation of CO and H2 may 

begin at a noticeably lower temperature in the presence of a small amount of NO than in the 

absence of this dopant. 

In higher concentrations, NO may act as an inhibitor for H2 and CO oxidation through 

the following sequence of chain termination (radical recombination) reactions, if they are 

more important than (R11): 

where X and Y are reactive radicals from the H/O radical pool, H, O, or OH. Dagaut et 

al. [34] showed that reaction (R14) competes with (R11), and the importance of the (R14)ï

(R15) scheme increases with increasing equivalence ratio. Note also that carbonaceous 

species are not present in (R11)ï(R15), so NO influences the oxidation of syngas mainly via 

the H/O radical pool. 

The sensitizing effects of NO2 may be similar to that of NO but the situation may also 

be a bit more complicated. It is discussed more thoroughly in the works of Glarborg et al. 

(1995) [50] and Mueller et al. (1999) [15] which include also NO2 in the gas mixtures. 

  

X + NO + M = XNO + M, (R14) 

Y + XNO = XY + NO, (R15) 
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3.3. Detailed kinetic reaction mechanisms 

 

The computer modeling of combustion systems is carried out by constructing detailed 

reaction mechanisms that can describe the investigated system(s) and can be interpreted by an 

appropriate combustion simulation code. Nowadays, the aim of developing detailed reaction 

mechanisms is the accurate theoretical description of combustion systems, rather than the 

parameterization of the rate of a single overall reaction. To facilitate the development of 

combustion mechanisms, it was necessary to introduce a common format in which the 

reaction mechanisms are published, and which can be interpreted by the widely used 

simulation programs, so that published reaction mechanisms can be utilized by any user 

having an appropriate simulation package. 

Approximately 35 years ago, the so-called CHEMKIN reaction mechanism format was 

introduced, which soon became widespread, and almost all combustion simulation programs 

can interpret mechanisms in this format today. In Section 3.3.1, the basics of the 

GAS-PHASE KINETICS part of the CHEMKIN simulation code are discussed briefly, based 

on version 17.0 of the Chemkin Theory Manual of the ANSYS software developer 

company [62], and the Theory Manual [63] and Input Manual [64] of the CHEMKIN version 

4.0.2. In Section 3.3.2, the reaction mechanisms investigated in this work are introduced. 

These models are capable of simulating syngas/NOx/O2 combustion systems. 

 

3.3.1. The CHEMKIN mechanism format 

 

CHEMKIN format mechanism text files are divided into blocks: 

ï ELEMENTS  block: a list of the symbols of the chemical elements that constitute the 

species in the mechanism. 

ï SPECIES block: a list of the chemical species in the mechanism. 

ï THERMO  block: the thermodynamic data of the species listed in the SPECIES block. 

These data can also be given in a separate text file. 

ï REACTIONS block: contains the equations of the reaction steps and the corresponding 

rate parameters. The rate coefficient (k) of a reaction step depends on the temperature 

and may also depend on the pressure and the composition of the gas mixture. Most 

reactions take place in both directions, but usually, only the rate coefficient in one of the 



21 

directions is given. The rate coefficient in the opposite direction (kī1) can be calculated 

from the equilibrium constant (K) as follows: 

1 .
k

k
K

- =
 

(2) 

The equilibrium constant can be calculated from the thermodynamic data of the 

reactants according to basic thermodynamic relations. 

ï TRANS file: contains properties from which the viscosity, the coefficient of thermal 

conductivity, and the diffusion coefficient of the species defined in the SPECIES block 

can be calculated. The required properties for each species are the geometry index (0 for 

atoms, 1 for linear molecules, and 2 for nonlinear molecules), the Lennard-Jones 

parameters, the dipole moment, the polarizability, and the rotational relaxation collision 

number. These data are necessary for one- or more dimensional simulations (e. g., 

laminar premixed flames) but not needed for zero-dimensional computations such as 

ignition delay time simulations. They are given in a separate file. 

 

3.3.1.1. The thermodynamic parameters of the species 

 

Most gas kinetics programs like the CHEMKIN simulation package assume that the gas 

mixture is ideal and is in thermal equilibrium. This has two implications. First, the 

temperature of the gas mixture and the temperature of each species are the same, and second, 

the standard thermodynamic properties of the species depend only on the temperature, but not 

on the pressure. 

The CHEMKIN simulation package first defines the standard isobar molar heat capacity 

of the species ( ,p ic  for species i), because, from this, any other standard thermodynamic 

property can be calculated by integration. In principle, the temperature dependence of the heat 

capacity can be given by a polynomial of arbitrary degree. The CHEMKIN package uses the 

convention of the NASA polynomials [65, 66] which gives the heat capacity as a polynomial 

of degree four in temperature (T): 

(), 2 3 4

1, 2, 3, 4, 5, ,
p i

i i i i i

c
T a a T a T a T a T

R
= + + + +

 
(3) 

where R is the gas constant (8.314 J molī1 Kī1), and a1ïa5 are the coefficients (parameters). 

Consequently, the standard molar enthalpy of formation (
iH ) and the standard molar entropy 

( iS ) of species i can be given as follows: 



22 

() 2, 3, 4, 5, 6,2 3 4

1, ,
2 3 4 5

i i i i ii
i

a a a a aH
T a T T T T

RT T
= + + + + +

 
(4) 

() 3, 4, 5,2 3 4

1, 2, 7,ln ,
2 3 4

i i ii
i i i

a a aS
T a T a T T T T a

R
= + + + + +

 
(5) 

where a6 and a7 are the new coefficients coming from the integrations in equations (6)ï(7). 

Equations (3)ï(5) accord with the well-known thermodynamic relations between these 

quantities: 

() , ( ) d ,i p iH T c T T=ñ  
(6) 
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c T
S T T
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(7) 

Hence, if we know coefficients a1ïa7, we know the temperature dependence of the 

standard thermodynamic quantities using equations (3)ï(5). If these three state functions are 

known, then using the basic thermodynamic relations [62, 67] any other thermodynamic 

quantity needed for the simulations can be calculated at any temperature and pressure. 

It is important to note that in the whole relevant temperature interval, we usually cannot 

describe the temperature dependence of these standard quantities with one polynomial 

accurately; therefore, the coefficients of the polynomials must be given separately in several 

temperature ranges. By default, the CHEMKIN format allows the definition of the 

thermodynamic functions in two temperature intervals, so in this case, 14 NASA coefficients 

need to be provided. 

 

3.3.1.2. The temperature and pressure dependence of the rate coefficient 

 

In the case of a high-temperature, gas-phase system, the temperature dependence of the 

rate coefficient is usually described by the so-called extended Arrhenius equation: 

exp ,n E
k A T

RT

å õ
= Ö Ö -æ ö

ç ÷ 
(8) 

where A, n, and E are the three Arrhenius parameters that characterize temperature 

dependence the rate coefficient. In CHEMKIN format mechanism files, these three 

parameters are applied.  

Note, that it is possible that the same set of reactants give the same products via 

different reaction routes, and different Arrhenius parameters belong to these different reaction 

pathways. This may be the case for multi-channel reactions. In this case, to indicate that there 

is more than one pathway for a given reaction, it is required to give the same reaction more 
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than once in the CHEMKIN input file. This is not allowed in CHEMKIN by default; 

therefore, if one wishes to include reactions of this type, the ñDUPò or ñDUPLICATEò 

keyword must be provided after each reaction equation corresponding to a duplicate reaction. 

Mathematically, the rate coefficient of a duplicate reaction is calculated as the sum of the rate 

coefficients of all reaction channels at the actual temperature (and pressure). Note, that 

duplicate reactions can frequently be replaced by one single reaction via the mathematical 

refitting of the rate parameters. 

The rate coefficient may also depend on the pressure. In reaction mechanisms, many 

conventions may be used to describe the pressure dependence of the rate coefficient. These 

are the Lindemann model [68], the Troe parameterization [69, 70], the SRI 

parameterization [71], the PLOG formalism [72], and the Chebyshev polynomials [73, 74]. 

They can be used for different kinds of elementary reactions. A more detailed description of 

these formulations can be found in Chapter 2 of the book of Tur§nyi and Tomlin [31]. 

 

3.3.2. The investigated reaction mechanisms 

 

In this section, I present the reaction mechanisms investigated in this study. These 

mechanisms were published in the literature not earlier than 1999, and their main features are 

summarized here. They are capable of modeling syngas/NOx combustion systems, though 

originally they were designed to describe more complicated systems such as those that contain 

methane and larger hydrocarbons as well. Therefore, when one performs simulations on the 

syngas/NOx systems, it is enough to use only the part of the mechanism that is relevant in the 

combustion of the target system, in our case, syngas/NOx systems. This decreases the 

computational time of the simulations substantially, especially in the case of one-dimensional 

simulations. However, the question arises: which parts of the mechanisms could be omitted? 

According to Glarborg et al. [75], a mechanism that aims to describe the nitrogen 

chemistry in hydrocarbon combustion should include the following sub-mechanisms: 

i) hydrocarbon oxidation sub-mechanism (core: CO/H2 oxidation), 

ii)  oxidation of reactive nitrogenous species such as NH3, HCN, HNCO, 

iii)  interactions (coupling) between hydrocarbon and nitrogen chemistry such as 

prompt NO formation [58-61] and reburning. 

Recently, Olm et al. [30, 76] tested the performance of several detailed reaction 

mechanisms published not earlier than 1999 on a very large collection of hydrogen and 

syngas indirect experimental data. Based on these works, Varga et al. [11] performed a 
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mechanism optimization jointly for hydrogen and syngas combustion systems in 2016, and 

their optimized mechanism had a better overall performance on the same set of experimental 

data than any mechanism published earlier. In their optimized mechanism, only three 

carbonaceous species were included, CO, CO2, and HCO. It is not recommended to exclude 

all carbon species except for CO, CO2, and HCO from the ñreducedò mechanism initially 

without further analysis such as sensitivity analysis or reaction pathway analysis [31]. For 

instance, Zhang et al. [77] showed that the HOCO chemistry in a syngas/NOx combustion 

mechanism has a non-negligible impact on the CO and CO2 concentrations at high pressure in 

the case of H2/CO/O2/N2/NOx mixtures. Furthermore, according to Glarborg et al. [75], 

almost any fuel-derived radical can be involved in the fuel oxidationïnitrogen chemistry 

interactions; therefore, it is worth including the C1 species in the ñreducedò mechanisms for 

the syngas/NOx mixtures, at least initially. 

Therefore, when one investigates syngas/NOx systems, it is a good practice to include 

only those species (and the corresponding reactions) that do not contain more than one carbon 

atom in the mechanism. For instance, the Wang-2020 model that was designed for the 

combustion of syngas/NOx systems contains only species complying with this criterion. 

Besides that, the nitrogen chemistry sub-mechanism should also be included. If species that 

contain both nitrogen and one carbon atom such as HCN, HNCO, etc. are included in the 

mechanism, it is worth including them in the ñreducedò mechanism as well, in order not to 

lose these reaction pathways without further analysis. 

In Table 3, some features of the selected mechanisms are summarized. The number of 

species and the number of reactions were calculated after that the species (and the 

corresponding reactions) with more than one carbon atom had been removed from the original 

mechanisms, and these numbers are listed in the second and the third column of the table. 

From now on, these ñreducedò mechanisms are meant by the identifiers in the first column. 

After these numbers, the number of species and that of reactions in the full mechanisms are 

shown in parentheses. Significant differences can be observed between the number of species 

and reactions in the various mechanisms. This can be traced back to the fact that the 

mechanisms were developed to describe different combustion systems. Moreover, the 

mechanisms are usually validated most extensively against experiments performed on their 

main target systems. Depending on whether the mechanism aims to describe one or more 

target systems or is a comprehensive reaction mechanism for C/H/N/O systems, its 

complexity may vary significantly. 



 

Table 3. Reaction mechanisms that can simulate the combustion of syngas/NOx/NH3 gas mixtures. The mechanisms are listed in chronological order (the year in the 

mechanism identifiers refers to the publication year of the corresponding mechanism). 

Mechanism Speciesa Reactionsa Main target Ref. 

GRI3.0-1999 40 (53) 231 (325) natural gas ignition & flame propagation (including NO formation, and removal by reburning)  [78] 

SanDiego-2004b 36 (71) 140 (323) NOx emission in hydrocarbon flames  [79] 

Tian-2009 60 (84) 506 (703) species profiles in premixed NH3/CH4/O2/Ar flames at low pressure  [80] 

Konnov-2009 60 (129) 598 (1231) small hydrocarbon combustion, NOx formation and reburning, prompt NO formation (via NCN)  [61] 

POLIMI-2014d 32 (32) 173 (173) combustion of H2/CO/O2/NOx systems  [81, 82] 

GDFKin-2016 45 (123) 350 (934) modeling of NO formation in premixed natural gas/O2/N2 flames at low pressure  [83] 

Zhang-2017 43 (43) 251 (251) pyrolysis and oxidation of hydrogen/NOx and syngas/NOx systems   [77] 

SanDiego-2018c 33 (68) 129 (311) NOx emission in hydrocarbon flames  [79] 

Okafor-2018 49 (59) 281 (356) NO concentration profile and LBV of premixed CH4/NH3/air flames  [84] 

Glarborg-2018 80 (149) 674 (1374) formation of N-containing air pollutants in the combustion of light hydrocarbons (CH4), p Ò 1 atm  [75] 

Shrestha-2019 64 (125) 609 (1090) NOx chemistry during methanol and ethanol oxidation  [19] 

POLIMI-2019e 64 (159) 519 (2459) the sensitizing effects of NO and NO2 on CH4 oxidation in JSRs at low T  [18, 85] 

Han-2020 35 (35) 177 (177) LBV of premixed syngas/NH3/air flames  [86] 

Wang-2020f 43 (43) 253 (253) syngas combustion with NOx chemistry (update of Zhang-2017)  [87] 

Konnov-2021 77 (255) 742 (3038) LBV of premixed CH4/HCOOH/air flames  [88] 

a: See text. 
b, c: The mechanisms are composed of the 2016/12/14 version of hydrocarbon oxidation, and the 2004/12/09 (b) and the 2018/07/23 (c) version of the nitrogen chemistry 

sub-mechanism by the Combustion Research Group at the University of California, respectively. 
d, e: ñPrevious kinetic mechanism (Version 1412) December 2014ò (d) and ñC1ïC3 + NOx mechanism (Version 2003, March 2020)ò (e) models of the CRECK Modeling 

Group at Politecnico di Milano, respectively. 
f: The detailed kinetic mechanism of Wang et al. [87] was used because the indirect experiments investigated in this study were not used for the construction of the skeletal 

mechanism of the authors.



 

4. Applied methods 

 

4.1. The preparation of RKD format experimental data files 

 

A large part of my work was to extract the relevant information from the publications 

discussed in Section 3.2, and then, prepare data files in a specified file format, which contain 

all the necessary information about the experiments needed to perform the simulation of them. 

This file format is also briefly introduced here. 

Due to the accumulation of experimental data in the combustion chemistry literature, 

there has been a demand for a database that facilitates and standardizes data storing, handling, 

and manipulation. An example of this is the PrIMe database of Michael Frenklach [89] which 

contains models, model parameters, and experimental data from the field of combustion 

chemistry. 

ReSpecTh [90] is an online database, which is a result of the collaboration of the 

ELKH-ELTE Complex Chemical Systems Research Group [91], the Laboratory of Molecular 

Structure and Dynamics [92], and the Chemical Kinetics Laboratory [21] of ELTE Eºtvºs 

Lor§nd University. It contains a large amount of literature data in the field of reaction kinetics 

(ñReò), spectroscopy (ñSpò), and thermochemistry (ñThò). The reaction kinetics section 

includes direct and indirect experimental data, reaction mechanisms, and computer programs 

that can be utilized for mechanism development. 

Indirect experimental data are available in the so-called RKD (ReSpecTh Kinetics Data) 

format whose latest version is v2.3 [93]. It is essentially an extension of the file format used 

in the PrIMe database [89]. Each measurement is stored in a separate XML (Extensible 

Markup Language) data file and each file has a unique identifier. The advantage of the use of 

XML files for data storage is that these files can easily be handled by computer programs and 

are also well readable by humans. 

An RKD format XML measurement file contains all information about the experiment 

such as the experimental conditions and the measurement results, which is necessary to 

reproduce the experiment by computer simulations and to compare the theoretical and 

experimental results. In addition, it includes bibliographic information about the experiment 

so that the original data source can easily be found in the literature. The files have a 

straightforward structure: each structural unit starts with an opening <é> and ends with a 

closing </é> label and these units can be embedded into each other. 
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I prepared RKD format XML files from indirect experimental data listed in Section 3.2. 

My files were originally prepared in an earlier version, v2.2, of the RKD format because, at 

the time of this process, it was the latest version. Later, however, I updated them to v2.3. 

Altogether, 61 data files were constructed (see Table 2). 

 

4.2. The simulation of gas-phase combustion systems 

 

To be able to compare the performance of different combustion mechanisms, first, we 

must perform simulations with the mechanisms on the target experimental systems. The 

simulations were carried out with the help of the Optima++ program package [94] developed 

by the Chemical Kinetics Laboratory at ELTE Eºtvºs Lor§nd University. The version of 

Optima++ available on [94] can be executed from the command line. The current version 

(v2.3.0) of Optima++ is compatible with the CHEMKIN-II  [95], FlameMaster (FM) [96], and 

OpenSMOKE++ (OS) [97-100] simulation packages. In this study, FlameMaster 

(version 4.2.1) and OpenSMOKE++ (version 0.12.0) were used for the simulations. These 

packages can simulate all experiment types investigated in this study. 

The necessary input files (CHEMKIN format mechanism file and RKD format XML 

file) have been discussed in Section 3. In the first step, Optima++ creates an appropriate 

binary file from the plain text mechanism file that can be interpreted by the solver (FM or 

OS). After that, Optima++ interprets the XML file(s) provided by the user and prepares the 

necessary input files for the solver. Then, the solver performs the requested simulation(s), and 

the results of the simulation(s) are printed in a plain text output file by Optima++. 

The numerical solution of spatially 0D experiments is relatively easy, but 1D (premixed 

flame) simulations require much more computational effort. This is because in this case, the 

stationary solution of a partial differential equation needs to be found, as the physicalï

chemical properties are not only a function of time but that of one spatial coordinate as well. 

To find this stationary solution, a reasonable initial estimation of the solution has to be 

provided in the case of FM. In contrast to FM, OS can perform the 1D simulations without the 

initial estimations (ñempty databaseò), though in this case, the simulation time increases 

significantly. The key to performing successful 1D simulations with FM is to find a good 

initial estimation of the solution for our target system, that is, an existing solution file for a 

system as similar to the system in question as possible. It is also advantageous if the original 

simulation was carried out with the same mechanism. Therefore, for the flame simulation with 
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FM, I first performed the simulations with OS and used the obtained solution files for FM 

simulations. 

Instead of looking for a continuous solution as a function of the distance from the 

burner plate, the solvers perform the computations on grid points and look for a stationary 

solution for each grid point. A solution file contains the stationary values of the physicalï

chemical quantities (temperature, concentrations, etc.) at each grid point. I carried out my 

flame simulations applying approximately 600 grid points, which ensured the required 

accuracy, and at the same time, the simulations did not take too long. 

 

4.3. Modifications of the investigated mechanisms 

 

In Section 3.3.2, the investigated reaction mechanisms have already been introduced. 

However, some of them had been modified before they were used for simulations. In this 

section, these modifications are discussed. 

 As it has been mentioned in Section 3.1.1.2, ignition delay times are usually 

determined using the concentration profile of a species in the gas mixture. This species was 

CO2 in the measurements of Dean et al. [46], and in the Kopp et al. [47] measurements, it was 

the excited OH radical (OH*). In Table 4, however, we can see that only a few of the 

mechanisms contain the OH* species and its reactions (OH* submechanism). With the other 

mechanisms, the reproduction of the IDT measurements of Kopp et al. [47] is not impossible. 

To overcome this issue, the OH* submechanism of the syngas combustion mechanism of 

K®romn¯s et al. [7] was added to the mechanisms that lack this part, and the ST-IDT 

simulations were carried out using these modified mechanisms. This OH* submechanism is 

also included in the optimized syngas combustion model of Varga et al. [11]. I chose this 

submechanism for this purpose because the model is the best syngas combustion mechanism 

published not later than 2016 and it was constructed using an optimization method on a large 

set of experimental data. Also, this mechanism was developed in the Chemical Kinetics 

Laboratory at ELTE Eºtvºs Lor§nd University, and to follow the hierarchical mechanism 

development strategy of the group, it was a logical choice. 
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Table 4. Some features of the investigated mechanisms that are related to the modification of some mechanisms. 

Mechanism OH* submechanism Rate coefficient of (R16) 

GRI3.0-1999 ï ï 

SanDiego-2004 ï ï 

Tian-2009 ï ï 

Konnov-2009 ï ï 

POLIMI-2014 ï ï 

GDFKin-2016 ï ï 

Zhang-2017 original Kosarev et al. [101] 

SanDiego-2018 ï ï 

Okafor-2018 ï ï 

Glarborg-2018 original ï 

Shrestha-2019 original ï 

POLIMI-2019 ï ï 

Han-2020 original ï 

Wang-2020 original Mulvihill et al. [27] 

Konnov-2021 original Mulvihill et al. [27] 

Though the Tian-2009 model included the carbon atom species (C) and its reactions, the 

thermochemical data of it were not included in the THERMO file of the mechanism. 

Therefore, I took the thermochemical data of C from version 1.122 (created in 2016) of the 

thermochemical database of ATcT (Active Thermochemical Tables) [102-105] and used them 

in Tian-2009 to allow the simulations. These data are also included in the Glarborg-2018 

model. 

Among the mechanisms in Table 4, only Zhang-2017, Wang-2020, and Konnov-2021 

contain the direct reaction of N2O and H2: 

N2O + H2 = N2 + H2O. (R16) 

This reaction may be important in the combustion of gas mixtures that contain both N2O and 

H2 (Vandooren et al. [43], Dean et al. [46], Kopp et al. [47]). According to Mulvihill et 

al. [27], (R16) is important only if the H2/N2O mixture is not too dilute. Until 2018, only one 

direct measurement was carried out to determine the rate coefficient of this reaction. It was 

performed by Kosarev et al. [101] in a shock tube in 2007. Zhang et al. [77] used the rate 

coefficient determined by Kosarev et al. [101] in the Zhang-2017 model, 

k16 = 2.1 Ŀ 1014 Ŀ exp (ī16356 K / T ) cm3 / mol s. 
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In 2018, however, Mulvihill et al. [27] performed new measurements, and they proposed a 

new rate coefficient for (R16) based on H2O concentrationïtime measurements performed in 

a shock tube using a dilute H2/N2O/Ar gas mixture. Their rate coefficient was 30 times 

smaller, 

k16
mod = 7.0 Ŀ 1012 Ŀ exp (ī16356 K / T) cm3 / mol s 

than that of Kosarev et al [101]. 

Mulvihill et al. [27] suggested that their rate coefficient (k16
mod) should be used in future 

mechanisms if (R16) is included in the model, instead of that by Kosarev et al. [101]. Kov§cs 

et al. [106] and Szanthoffer et al. [107] also showed that the rate coefficient measurements of 

Mulvihill et al. [27] are probably more accurate. Therefore, in Zhang-2017, the original rate 

parameters of (R16) were replaced by the parameters of Mulvihill et al [27]. The model 

obtained this way is called ñZhang-2017_modò from now on. In the Wang-2020 and Konnov-

2021 models, k16
mod was used as the rate coefficient of (R16), so in that case, no modification 

was needed. 

Finally, it is worth noting that although the investigated mechanisms were published in 

CHEMKIN format, some of them contained some syntactical errors (e. g., whitespace in 

wrong place, etc.). In these cases, I had to modify the text files so that Optima++ could 

interpret them. In this work, I made good use of the text editor Notepad++. 

 

4.4. The quantitative comparison of reaction mechanisms 

 

In Section 3.1, it was mentioned that the goodness of a mechanism can be characterized 

by how accurately it can reproduce the results of indirect experimental measurements. In the 

case of a large number of indirect experimental data and the comparison of many reaction 

mechanisms, it can be beneficial to use a quantitative method for the comparison. In this 

section, a method for this purpose is introduced, which has been applied several times 

successfully in the Chemical Kinetics Laboratory of ELTE Eºtvºs Lor§nd University for 

different chemical systems [11, 30, 76, 106, 108-111]. At the moment, a new version of 

Optima++ is being developed in the aforementioned research group which has a graphical 

user interface and is capable of performing the quantitative comparison of reaction 

mechanisms. I actively participated in the development of the mechanism comparison part of 

the program by testing it and suggesting improvements to make it more flexible and 
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user-friendly. All performance comparisons were carried out by this development version of 

Optima++. 

 

4.4.1. The error function 

 

Let us assume that we have collected N indirect experimental datasets from the 

literature based on which we would like to evaluate the agreement between the mechanism 

and the experimental data. These datasets are stored in NXML  experimental data files. 

N Ó NXML  always, because one XML file may contain more than one dataset; for example, the 

concentrations of several species can be measured during a flow reactor experiment. Let the 

i-th dataset consist of Ni data points and let Pi denote the number of datasets in the XML to 

which the i-th dataset belongs. The agreement between the simulation results and the 

experimental data is described by the following average error function: 
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where exp

ijy  and ( )exp

ijys  are the j-th data point in the i-th dataset and its standard deviation, 

respectively. The corresponding sim

ijy  value is obtained by performing a simulation of the 

indirect experiment with the reaction mechanism. If a measured (experimental) data point can 

be characterized by an absolute error (the magnitude of the error is independent of the 

magnitude of the exp

ijy  value), Yij = yij is taken in equation (9). This is true for some species 

concentration measurements. If, on the other hand, exp

ijy  is characterized by a relative error 

(the absolute error is linearly proportional to exp

ijy ), Yij = ln yij. This approach is applicable for 

ignition delay time and some species concentration measurements. Note, that the error 

function can be defined for each XML (EXML ), dataset (Ei), and data point (Eij) as follows: 
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Since the experimental data points are assumed to have a normal distribution, the E 

function follows a chi-square distribution, and because it is normalized by NXML  and NiĿPi, the 

expected value of E is one. If the value of E is unity (E = 1), it means that the mechanism can 

reproduce the experimental data as accurately as precisely the data can be measured 

experimentally (the precision is characterized by the standard deviation), on average. Since 

there is a square after the second summation in equation (9), a mechanism that describes the 

experimental data less accurately than that has E > 1. In principle, the value of E can be 

smaller than one, but in practice, it is never the case. The smaller the value of E, the better the 

performance of the mechanism. Note, that if the E value is not greater than 4 and 9, it means 

that the model can reproduce the experimental data on average within their Ñ2ů and Ñ3ů 

uncertainty limits, respectively. 

The normalization by the standard deviation in equation (9) is necessary in order not to 

overweight the experimental data measured with large uncertainty. However, its inclusion in 

the formula raises some problems as well because the experimental uncertainty is very often 

not published appropriately in the literature. In these cases, the standard deviation must be 

estimated as discussed in the next section. 

 

4.4.2. Estimating the standard deviation of the experimental data 

 

Because we use equation (9) to compare the performance of the mechanisms, we need 

to know the standard deviation of the experimental data. These data are sometimes published 

together with the experimental results, but, unfortunately, this information is in many cases 

not complete or missing. Therefore, to be able to apply equation (9), we need to estimate the 

standard deviation of the experimental data. 

For this purpose, I used the Minimal Spline Fit program of Tibor Nagy [112, 113]. On 

the webpage of the ReSpecTh database, Version January 5 (2020) of the program can be 

found. I have used an earlier version of the program that lacked some of the functionalities of 

the latest version. In this section, I describe the procedure of the estimation of the standard 

deviation (ñnoiseò) of the experimental data using this program. 
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Let us assume that we have a dataset composed of (xi, yi) data points (i = 1, é, N). The 

program performs the least-squares fitting of polynomials with increasing order 

(n = 0, 1, 2, é) and that of Akima splines [114] with increasing number of control points 

(n = 3, 4, 5, é), also called knots. Akima splines are functions composed of cubic 

polynomials between the control points, and they are continuously differentiable at the control 

points. Though the fitting of polynomials is simple and fast, the application of splines has 

some advantages compared to it. In the case of higher-order polynomials, the fitted curve 

often shows unnatural oscillation, which can be eliminated by using splines. Besides that, 

more precise fits can be achieved by splines than polynomials. 

The program also computes the standard deviation (noise) of the dataset based on the 

fitted curves. Using goodness-of-fit measures provided by the program and visual inspection 

of the fitted curves, we can identify the curve that describes the trend of the experimental 

dataset (the ñnoise-freeò data) the best. We can estimate the statistical standard deviation of 

the data points in the dataset by the standard deviation corresponding to this optimal fit. 

The fitting is performed by minimizing the root-mean-square deviation (RMSDfit) of the 

fitting function (yfit(x)) from the input data (yi): 
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where p is the parameter set to be optimized. In the case of a polynomial of degree n, the 

parameter set is the n + 1 coefficients, p = { a0, é, an} , while in the case of a spline with n 

control points, the positions of the control points (X1, é, Xn, Y1, é, Yn) are optimized, 

p = { X, Y}  = { X1 ſ x1, é, Xn ſ xN, Y1, é, Yn}. As can be seen, in the latter case, the first and 

the last control points are fixed at x1 and xN, respectively. Therefore, the number of parameters 

of the fitting function, p, is p = n + 1 in the case of polynomials, while it is p = 2n ī 2 in the 

case of splines. The number of degrees of freedom, ɜ, is  

.N pn= -  (15) 

The RMSDfit quantity is not the appropriate metric for estimating the standard deviation 

of the dataset because it does not take into account the number of degrees of freedom of the 

fit. For this purpose, the standard deviation of the fit (ůfit) can be used: 

fit fit .
N

RMSDs
n

=  (16) 

The program also helps to decide which model describes the experimental data the best 

by providing the so-called Akaike information criterion values (AIC) [115]: 
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which penalizes underfitting as well as overfitting. The lower the AIC value, the better the 

model. However, when the number of data points is small (N Ṃ 2p2), the corrected AIC value 

(AICc) gives a better metric for the goodness-of-fit  [116-118]: 
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When N >> 2p2, the AICc value converges to AIC. 

Equation (14) can be used to estimate the RMSDfit if we assume that the experimental 

data follow Gaussian (normal) distribution. In this case, the measured data can be 

characterized by an absolute error and ůfit gives this absolute estimated standard deviation 

according to equation (16). However, as it was mentioned in Section 4.4.1, in some cases, the 

data can be characterized by a relative error. If the relative error is small, yfit  (xi; p) / yi (xi) å 1, 

this is approximately equivalent to saying that the original data follow lognormal distribution. 

In this case, the {yi} data are transformed to ln{yi}, and the RMSDfit is calculated on the 

transformed data as follows (cf. equation (14)): 
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The ůfit value calculated according to equation (16) corresponds to the estimated standard 

deviation of the transformed data which we assume to follow Gaussian (normal) distribution, 

and it estimates the relative error of the dataset, as long as the relative error is not too large, 

which we assume in all cases. Note, that if equation (19) is applied for the estimation of 

RMSDfit, then the zero concentration values must be excluded from the dataset for the fitting. 

Note, that the program also allows us to transform the {xi} values to estimate the 

standard deviation of the dataset. This was applied in the case of ignition delay time 

measurements, where the log Ű data are usually plotted against the inverse temperature 

(T ī1) [13, 27, 47, 77, 119-121].  

It is important to note, that even though the AICc values and the calculated relative 

probabilities facilitate choosing the optimal model, in some cases, the predicted optimal 

model seems incorrect based on the visual inspection of the dataset and the fitted curve. 

Therefore, the Minimal Spline Fit program also prepares plots of the experimental data and 

the fitted curves with the help of Gnuplot. For this reason, the visual inspection of the data 

and the fitted curves is always recommended. 
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An example for the estimation of the standard deviation of a dataset can be seen in 

Figure 8 and the corresponding statistics are summarized in Table 5. It is a species 

concentration measurement in a burner stabilized flame performed by Vandooren et al. [43]. 

The example shows the CO mole fraction in the flame as a function of the distance from the 

burner measured by molecular beam mass spectrometry. In this case, we assume that the 

experimental data have a constant relative error (see in Section 4.4.3.2); therefore, the fitting 

is carried out on the transformed data (Figure 8, right). Three curves are shown in this figure, 

two Akima splines, and one polynomial. It can be seen from Table 5 that the Akima spline 

with 5 control points (red curve) predicts the smallest standard deviation (ůfit), and its AICc 

value is much lower than that of the Akima spline with 4 control points (blue curve). Still, the 

n = 4 Akima spline was chosen as the optimal model. Though the n = 5 spline describes the 

data rather accurately, it shows an unnatural behavior at around 0.5 cm distance from the 

burner: it changes convexity with a relatively sharp breaking point, which is not expected 

physically. The polynomial with 5 parameters is also shown in the figure (green curve). At 

small distances, it describes the data smoothly, but at larger distances when the CO 

concentration starts to stagnate, it shows unnatural wiggles, which is also not expected 

 

Figure 8. The estimation of the standard deviation of a concentration profile in a burner stabilized flame. 

Experimental data is from the work of Vandooren et al. [43]. In the figure to the left, the original data are seen, 

and in the figure to the right, the transformed data can be seen and some of the fitted functions. 

The Akima spline with n = 4 control points was chosen as the optimal model. 

Table 5. Statistics of the fitted curves in Figure 8. The relative probability is only calculated for splines, and the 

spline with the lowest AICc value is the reference whose relative probability is one. 

Model n ɜ RMSDfit  ůfit  AIC AICc 

Akima spline 4 17 0.0412 0.0479 ī141.535 ī136.285 

Akima spline 5 15 0.0226 0.0280 ī165.195 ī154.909 

Polynomial 5 18 0.0440 0.0500 ī140.479 ī136.950 
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physically, and which is typical behavior of polynomial functions. The physically most 

realistic model seems to be the Akima spline with n = 4. Even though it is less accurate than 

the spline with more control points, it can describe the experimental data smoothly both at 

small distances where the CO concentration decreases steeply and at larger distances where 

the CO concentration seems to reach a constant value, and the transition between the two 

behaviors is also smooth. Using this model function, the relative error of the dataset is 4.79%, 

as can be seen from Table 5, which is a realistic experimental error. I estimated the standard 

deviations of the other datasets following similar arguments as described above. 

 

4.4.3. The standard deviation of different experimental data types 

 

In the preceding section, the basic principles of the estimation of the standard deviation 

of the experimental data were discussed; however, the estimated standard deviation is 

sometimes unrealistically small. Therefore, for each measurement type, I applied a minimum 

standard deviation (ůmin) based on previous experience. A standard deviation smaller than this 

threshold value cannot belong to any dataset of that measurement type. 

In many cases, the experimental uncertainty (ůexp) of the measured data was also 

reported, and in this case, we should take into account both kinds of standard deviation when 

calculating the overall standard deviation (ů) used in equation (9). The general principle was 

as follows. The sum of squares of the experimental and the random standard deviations was 

taken, and the square root of this value was considered the standard deviation of the data: 

2 2

fit exp .s s s= +  (20) 

If this ů was not smaller than ůmin, then this value was accepted. If it was smaller than ůmin, 

ůmin was taken as ů. In the cases when no experimental error was provided, ůmin replaced ůexp 

in equation (20): 

2 2

fit min ,s s s= +  (21) 

which is inherently not smaller than ůmin, so this value was always accepted. 

In the next sections, I summarize the procedures that I applied in this study to calculate 

the standard deviation of different types of experimental data. 
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4.4.3.1. Ignition delay time measurements 

 

In the investigated ST-IDT experiments, the experimental uncertainties were not 

provided. Based on previous experience [11, 13, 27, 30, 76, 108, 119-121], the data in an 

ignition delay time measurement dataset have a constant relative error; therefore, equation 

(19) was used to estimate the RMSDfit. The standard deviation was estimated for each dataset. 

All  the IDT measurements investigated here were performed at low pressure (< 20 atm), and 

in this case, the typical experimental uncertainty (Ñ2ů) is Ñ10%. Therefore, the minimum 

standard deviation was ůmin = 0.05 (5%) in IDT measurement datasets. The overall standard 

deviations (ů) of the (transformed) ST-IDT measurement datasets are summarized in Table 

A2, together with the experimental details. 

 

4.4.3.2. Species concentration measurements 

 

As can be seen in Table 2, the concentrations of some species are measured in JSR, FR, 

and BSF experiments as functions of other quantities such as temperature, time, initial 

composition, residence time, or distance from the burner. In the case of JSR, FR experiments, 

and the BSF measurements of Dindi et al. [53], the measured species are H2, CO, CO2, O2, 

N2, NO, NO2, and N2O. The concentrations of these species may be measured by various 

means, of which optical spectroscopy and gas chromatography (GC) were applied. 

In these measurements, if the experimental uncertainty is published, it is very often 

given as: ñThe experimental uncertainty of species X is Ñ x% but not less than y ppmò (see 

ñrelative error with absolute minimum limitsò in Table 6. Therefore, I assumed constant 

relative error for the measured data points (I fitted polynomials and splines to the logarithm of 

the data), but for each data point, it was checked whether the absolute value of the standard 

deviation was smaller than a minimum absolute standard deviation. If it was smaller, then the 

minimum absolute standard deviation was assigned to that data point, and absolute error was 

chosen as the error type. To avoid using unrealistically small standard deviations, a minimum 

relative rel

min( )s  and absolute abs

min( )s  error were defined for each species (Table 7) based on 

previous experience from the literature. 
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Table 6. Reported experimental error types of the species concentration measurements in the case of the 

investigated experiments. 

Ref. Measured species Measurement techniquea Error type  

JSR 

Dagaut (2003) [34] H2, CO, CO2 GC (H2, CO, CO2), 

FT-IR (CO, CO2) 

no error is reported 

Dagaut (2003) [33]  H2, CO, CO2, NO GC (H2, CO, CO2), 

FT-IR (CO, CO2, NO) 

no error is reported 

FR 

Hulgaard (1993) [48] NO, N2O UV spectroscopy (NO), 

IR spectroscopy (N2O) 

relative error 

with absolute minimum limits 

Roesler (1995) [49] CO IR spectroscopy no error is reported 

Glarborg (1995) [50] CO, CO2, NO, NO2 UV and IR spectroscopy relative error 

with absolute minimum limits 

Glarborg (1996) [39] CO UV and IR spectroscopy relative error 

with absolute minimum limits 

Alzueta (1997) [51] CO, CO2, NO UV and IR spectroscopy relative error 

with absolute minimum limits 

Mueller (1999) [15] CO, NO, NO2 IR spectroscopy (CO), 

FT-IR (NO, NO2) 

relative error 

(with absolute minimum limits 

in the case of NO) 

Glarborg (2000) [52] CO, CO2, NO GC (CO, CO2), 

Spectroscopic methods 

(CO, CO2, NO) 

relative error 

with absolute minimum limits 

Rasmussen (2008) [14] CO, CO2, NO, NO2, 

O2 

GC (CO, CO2, O2), 

Chemiluminescence 

analyzer (NO, NO2) 

relative error 

BSF 

Dindi (1991) [53] CO, N2O, CO2, NO, 

N2, O2 

GC relative error 

Vandooren (1997) [43] N2O, H, NO, CO, 

CO2, O2, N2, H2, 

H2O, O, OH 

MBMS no error is reported 

a: GC = gas chromatography, FT-IR = Fourier Transform Infrared spectroscopy, UV = ultraviolet, IR = infrared, 

MBMS = molecular beam mass spectrometry 

Table 7. The minimum overall relative and absolute errors defined for each species for concentration 

measurements. 

Species 
rel

mins  abs

min / ppms  

H2 0.025 (2.5%) 5 

CO 0.025 (2.5%) 5 

CO2 0.025 (2.5%) 5 

O2 0.025 (2.5%) 5 

N2 0.025 (2.5%) 5 

NO 0.025 (2.5%) 5 

NO2 0.025 (2.5%) 5 

N2O 0.05 (5%) 10 
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In the BSF measurements of Vandooren et al. [43], the species concentrations were 

measured by molecular beam mass spectrometry (MBMS) in the flame, and no experimental 

uncertainties were provided. A similar measurement series was carried out by Miller et 

al. [122] on a slightly different system, and the relative and absolute errors provided there 

were used as minimum values for the Vandooren et al. [43] measurements. 

For each dataset, the relative error was estimated using Minimal Spline Fit, and the 

procedure described in Section 4.4.3 was performed using rel

mins  the minimum value. Let us 

denote the resulting ů value by ůrel. Then, for each data point, the absolute standard deviation 

was calculated as (concentration value Ŀ ůrel). If this value was not smaller than abs

mins  of the 

respective species, then ůrel was accepted and relative error was considered for that data point. 

If it was smaller than abs

mins , then abs

mins  was assigned to that data point and absolute error was 

considered. Consequently, in this type of measurement, data points within one dataset could 

have different error types (absolute or relative).  

Note, that when the measured concentration of a species was zero, it was omitted from the 

relative error estimation, and abs

mins  of the respective species was assigned to that data point as an 

absolute error. Note also, that in a few cases, it was not possible to fit an appropriate model 

function to the dataset, for instance, because the number of data points in the dataset was too 

small. In these cases, if the experimental error was provided, rel

mins  was assigned to ůfit, but if  it 

was not provided, rel

mins  was assigned to both as ůfit and ůexp, so ů was rel

min2s  in the latter cases. 

Finally, another issue may occur when estimating the standard deviation of the 

logarithmically transformed concentration data, which was also discussed in the work of Kawka et 

al. [108]. It is not a good strategy to assign a relative error to concentration values that are 

relatively small within a dataset, because on the logarithmic scale, these data points would 

artificially be overweighted in the fitting process and bias the error function. Sometimes, if these 

points were included in the dataset in the model fitting process, no appropriate model function 

could be found, but when these points were excluded, the other points could be described well by 

a model function. Therefore, concentration values that were at least ten times smaller than the 

largest value were sometimes excluded from the fitting process. The ůrel value ï that was 

calculated based on the relative standard deviation estimated for all the other data points in the 

dataset ï was assigned as a relative error to these points. 

The overall standard deviations (ů) of the species concentration measurement datasets 

are summarized in Table A1 for the JSR measurements, Table A3 for the FR measurements, 

and Table A4 for the BSF measurements, together with the experimental details. 
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4.5. Local sensitivity analysis 

 

As can be seen in Table 3, detailed chemical kinetic mechanisms are usually composed 

of several hundred or thousand reaction steps and thermodynamic and transport properties, 

which means that they contain a huge set of parameters. To develop an existing model further 

and to construct reduced reaction mechanisms that can be used for, for instance, 

computational fluid dynamics (CFD) calculations, we need to know which parameters of the 

model are important under various conditions. An input model parameter (for example, the 

preexponential factor of a rate coefficient) is considered important under a given circumstance 

if it s change strongly influences the output of the mathematical model (for example, a 

computed laminar burning velocity, ignition delay time, or concentration). In other words, a 

parameter is important or influential, if a small alteration of its value results in a large change 

of the result computed with the model. To explore the importance of the model parameters 

under given conditions, one can apply the methods of sensitivity analysis [31], which can be 

divided into two groups: local and global sensitivity analysis methods. In my work, I only 

applied the local sensitivity analysis, therefore only that is discussed here. 

In the case of local sensitivity analysis, we investigate how much the model prediction 

changes due to a small change of the value of a parameter close to its nominal value. Let us 

denote the i-th model result by Yi and the j-th input model parameter by pj. The partial 

derivative 

i
ij

j

Y
s

p

µ
¹
µ

 (22) 

is called the first-order local sensitivity coefficient. The greater the absolute value of sij, the 

more influential the j-th model parameter on the i-th model result. 

The local sensitivity coefficient calculated according to equation (22) has a dimension 

which is the dimension of the model result divided by that of the parameter. Therefore, it 

shows how much the model output changes in its own unit due to a unit change in the value of 

the parameter (in its own unit). Since both the model parameters and the model results may 

have various units, the {sij} coefficients also have different units, which means that the sij 

values cannot be compared to each other. Therefore, to make the different sensitivity 

coefficients comparable to each other, we introduce the unitless normalized local sensitivity 

coefficient, defined as follows: 
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where iY  and jp  are the dimensionless i-th model result and j-th parameter, respectively. 

Now, the values of the {snij} coefficients are independent of the units of the model results and 

parameters, and according to this definition, snij gives the percentage that the i-th model 

output changes due to a 1% change in the value of the j-th parameter. Consequently, the 

normalized sensitivity coefficients are comparable to each other. 

The local sensitivity coefficients can usually be determined numerically only, and many 

numerical methods exist to determine the sensitivity coefficients. The simplest method to 

obtain local sensitivity coefficients is the brute force method that applies the finite difference 

approximation as follows: 
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where jp¡ is the j-th parameter after its original value (pj) was changed (perturbed) by ȹpj, and 

iY¡ is the i-th model result obtained with the perturbed value of pj in the model. If we insert 

equation (24) in the definition of the normalized sensitivity coefficient (equation (23)), we get 
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(25) 

where fpert is called the perturbation factor which gives how much the j-th parameter was 

changed in percentage compared to its original value. I applied a constant perturbation factor 

to compute the local sensitivity coefficients of the kinetic parameters of the model. 

Although the calculation of the sensitivity coefficients using the brute force method is 

simple, it may provide inaccurate coefficients. One reason for this is that equation (24) is only 

accurate if there is a linear relationship between the model result and the parameter, but in the 

case of reaction kinetic models, it is rarely the case. The linear approximation is 

approximately valid only if the perturbation of the parameter is small. However, if the 

perturbation is too small, iY¡ and Yi may be very close to each other, and so the obtained 

sensitivity coefficient will have a large relative error because computers can only store 

numbers up to a limited number of decimal digits. Consequently, to obtain reliable and 

accurate sensitivity coefficients, the parameter perturbation should be neither too large nor too 
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small. In the case of kinetic parameters, I applied fpert = 0.05 which corresponds to a 5% 

increase of the rate parameters, which is usually sufficient. 

Even though the normalized sensitivity coefficients are dimensionless, their direct 

comparison is difficult in the case of a large number of data points because their scaling is 

different. Therefore, to facilitate the evaluation of the results of the sensitivity analysis, let us 

rescale the normalized sensitivity coefficients and define the scaled normalized local 

sensitivity coefficient snij as follows: 

snij
snij

max
j
snij

 (26) 

which means that we compute the snij coefficients for a given data point (Yi) for all parameters 

({ pj}), and we divide each snij by the one whose absolute value is maximal for that data point. 

Therefore, the resulting snij values will be scaled into the [ī1,1] interval. This way, we can 

say, for example, that parameter j is important for data point i if  

snij Ó 0.1 (27) 

for that data point, and this criterion can be applied for each simulation result. 

 

4.5.1. Sensitivity analysis of thermodynamic properties 

 

Kov§cs et al. [123] performed local sensitivity analysis on the thermodynamic 

parameters (see Section 3.3.1.1) of reaction mechanisms. Similar studies have been done by 

Tur§nyi et al. [124], Z§dor et al. [125], and Langer et al. [126] previously. The method of 

Kov§cs et al. [123] was used in this study for the sensitivity analysis of the thermodynamic 

parameters. As discussed in Section 3.3.1.1, the temperature dependence of the 

thermodynamic properties of the species is described by NASA polynomials (equations (3)ï

(5)). For the better readability of the text, these equations are repeated here for species k: 
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We are interested in how much the three thermodynamic parameters, ,p kc , kH , and kS , 

influence the model outputs; therefore, the following perturbations were applied separately: 
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ï To investigate the effect of ,p kc : only a1,k was perturbed by an absolute value of +0.01, 

which is equivalent to a constant +0.08314 J / (mol K) shift of the ,p kc , independent of 

temperature. Note, that the perturbation of a1,k influences the values of kH  and kS  as 

well, and this perturbation depends on temperature. 

ï To investigate the effect of kH : only a6,k was perturbed by an absolute value of +3 K, 

which resulted in a constant +0.01 change in a6,k / T at 300 K. This caused a 

+24.79 J / mol shift of kH , independent of temperature. 

ï To investigate the effect of kS : only a7,k was perturbed by an absolute value of +0.01; 

thus, the kS  values were shifted by a constant +0.08314 J / (mol K), independent of 

temperature. 

Since absolute perturbations were applied in the case of thermodynamic parameters, it is 

more meaningful to write equation (25) in a slightly different manner because the perturbation 

factor is not characteristic in this case. The sensitivity coefficients were calculated for the 

thermodynamic quantities at T0 = 300 K. For species molar heat capacity and molar enthalpy 

parameters (a1,k and a7,k) at 300 K, and, the following formula was used: 

1 1
,

j j i i
ij ij

i i

q q Y Y
sn s

R Y R Y d

¡-
= Ö Ö = Ö Ö (31) 

where qj is the original value of the thermodynamic quantity, ( ( ), 300 Kp kc  and ( )300 KkS , 

respectively, calculated according to the corresponding original NASA polynomials), and 

d = +0.01 in both cases. Note, that T0 = 300 K was chosen arbitrarily as the temperature of the 

investigations; any other temperature (within the range of validity of the NASA coefficients) 

could have been chosen. In equation (32), the d value characterizes the perturbation, unlike in 

equation (25), in which fpert plays this role. Then, the scaled normalized snij sensitivity 

coefficients were computed according to equation (26). 

In the case of the species enthalpies (a6,k) at 300 K, the full normalization of the 

sensitivity coefficients cannot be utilized because the various species may have enthalpies of 

different signs and orders of magnitude, which would result in biased results. Consequently, 

in this case, the so-called semi-normalized sensitivity coefficients (ssnij) were calculated as 

follows: 

1 1 1 1
,i i

ij ij

i i

Y Y
ssn s

R Y R Y d

¡-
= Ö Ö = Ö Ö (32) 
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where d = +3 K. Hence, the semi-normalized sensitivity coefficients have a unit of (Jī1 mol). 

The scaled semi-normalized sensitivity coefficients ssnij were computed in a similar way to 

equation (26): 

ssnij
ssnij

max
j
ssnij

 Ȣ (33) 

In this case, criterion (27) was adapted as follows: 

ssnij Ó 0.1 (34) 
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5. Results and discussion 

 

5.1. The comparison of syngas/NOx combustion mechanisms 

 

The simulations were carried out with OpenSMOKE++. All  simulations were 

successful, so no data point needed to be omitted for this reason. The reactor models and the 

corresponding settings used in the simulations with OpenSMOKE++ are shown in Table 8. 

Table 8. The reactor models applied in the simulations using OpenSMOKE++. 

Experiment type Solver Reactor settings 

JSR Perfectly-Stirred-Reactor isothermïisobar 

ST-IDT Batch-Reactor adiabaticïisochor 

FR (cït) Batch-Reactor adiabaticïisobar 

FR (cout) Plug-Flow-Reactor isothermïisobar 

BSF PremixedLaminarFlame1D Gradient = 0.015, Curvature = 0.15 

The comparison of the performance of the mechanisms was based on the following 

principle: the mechanisms are compared based on the same set of data points. It was not 

possible, however, to use all data points for the comparison, because some points had very 

large (several thousand or ten thousand) Eij values for some mechanisms, which resulted in 

artificially high overall E values for the models. A very high Eij value can have several 

reasons, for example, an important missing reaction path in the mechanism, or a wrong 

standard deviation assignment that does not consider the large systematic error of the 

measurement. From our investigations, it does not turn out which one of these explanations is 

the real reason, but we need to exclude these data points from the calculations to make the 

comparison unbiased. For this, I applied a two-step filtering process for the data points. 

I chose four mechanisms as references: Zhang-2017_mod, Glarborg-2018, 

Shrestha-2019, Wang-2020. The first three can be considered reliable based on the 

comparative work of Kov§cs et al. [106] (H2/O2/NOx systems) and that of Kawka et al. [108] 

(NH3 oxidation and pyrolysis), so it is relatively unlikely that an important reaction pathway 

is missing from these mechanisms. Wang-2020 is an update of Zhang-2017_mod, so it should 

be at least as reliable as Zhang-2017_mod. When the Eij value of a data point was higher than 

100 for each of the four reference mechanisms, the point was omitted from the calculations. 
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After the first filtration step, however, some data points with very high Eij values 

(several thousand) for one or a few mechanisms remained in the set of data points. These 

experimental data are probably not erroneous because at least one of the three reference 

mechanisms reproduced them well, but their inclusion in the investigations biases the overall 

E value of the mechanisms significantly towards large E values. Therefore, in the second 

filtration step, every data point was excluded from the calculations for which the Eij value of 

any of the investigated mechanisms was greater than 1000. The number of data points with 

Eij > 1000 in the second filtration step for each mechanism is also indicative of the reliability 

of the respective model, so besides the E values themselves, these numbers can also be used 

for comparison. 

The performance of the mechanisms is compared for each experiment type, and then, 

their overall performance is discussed. The E values are summarized in tables in each case. To 

facilitate the visual interpretation of the tables, the following color codes are used for the 

different E values in the tables: 

   E < 9 

   9 Ò E < 16 

   16 Ò E < 25 

   25 Ò E < 36 

   36 Ò E < 49 

   49 Ò E < 64 

   64 Ò E < 81 

   81 Ò E < 100 

   100 Ò E 

 

  



47 

5.1.1. Jet stirred reactor simulations 

 

In the JSR measurements, 19 data points needed to be excluded in the first filtration step 

(10% of all data points), and further two data points (1%) were omitted in the second step, 

which means that the simulation results do not deviate very much from the experimental data, 

overall. As seen in Table 9, several models have an EJSR value around 15ï18. These models 

did not have a data point with an Eij value of more than 1000 in the second filtration step. The 

results suggest that changing the preexponential factor of (R16) in Zhang-2017 does not affect 

the predictions of the JSR experiments. The Ei values by datasets are summarized in Table A5 

for each mechanism. 

Table 9. The overall error function values for JSR measurements (EJSR) and the number of data points with a 

very high Eij value (Eij > 1000) for each mechanism. The percentages for the points omitted in step 2 are 

calculated as compared to the number of points included after step 1. The simulations were performed using 

OpenSMOKE++. 

Mechanism EJSR 
Eij > 1000 

(Step 2) 

Total number of XML s: 5 

Total number of datasets: 17 

Total number of data points: 183 

Included data points: 162 

Points omitted in step 1: 19 (10.4%)  

Points omitted in step 2: 2 (1.2%)  

GRI3.0-1999 34.15 2 (1.2%) 

SanDiego-2004 21.80 2 (1.2%) 

Tian-2009 16.80 0 (0.0%) 

Konnov-2009 46.18 1 (0.6%) 

POLIMI-2014 23.62 0 (0.0%) 

GDFKin-2016 17.34 0 (0.0%) 

Zhang-2017 19.34 0 (0.0%) 

Zhang-2017_mod 19.34 0 (0.0%) 

SanDiego-2018 24.10 1 (0.6%) 

Okafor-2018 28.33 2 (1.2%) 

Glarborg-2018 17.03 0 (0.0%) 

Shrestha 2019 16.49 0 (0.0%) 

POLIMI-2019 15.43 0 (0.0%) 

Han-2020 25.54 0 (0.0%) 

Wang-2020 16.22 0 (0.0%) 

Konnov-2021 33.59 1 (0.6%) 
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5.1.2. Shock tube simulations 

 

In the case of shock tube simulations, no data point needed to be omitted in either the 

first or the second filtration step, so these experimental data can be considered reliable, and 

none of the mechanisms performed very poorly on this kind of experiment. The E values and 

the number of omitted points can be seen in Table 10. The Zhang-2017, Zhang-2017_mod, 

and the Wang-2020 models have the best performance for this experiment type with EST-

IDT = 6.24 and 6.11, respectively, which means that they can reproduce the experimental data 

within their Ñ3ů uncertainty limits, on average. Besides that, the Konnov-2021 model also 

provides relatively good results with an EST-IDT value of 22.28. The Ei values by datasets are 

summarized in Table A6 for each mechanism. 

Table 10. The overall error function values for ST-IDT measurements (EST-IDT) and the number of data points 

with a very high Eij value (Eij > 1000) for each mechanism. The percentages for the points omitted in step 2 are 

calculated as compared to the number of points included after step 1. The simulations were carried out using 

OpenSMOKE++. 

Mechanism EST-IDT  
Eij > 1000 

(Step 2) 

Total number of XML s: 6 

Total number of datasets: 6 

Total number of data points: 80 

Included data points: 80 

Points omitted in step 1: 0 (0%) 

Points omitted in step 2: 0 (0%) 

GRI3.0-1999 45.60 0 (0%) 

SanDiego-2004 55.33 0 (0%) 

Tian-2009 35.16 0 (0%) 

Konnov-2009 61.97 0 (0%) 

POLIMI-2014 41.27 0 (0%) 

GDFKin-2016 40.42 0 (0%) 

Zhang-2017 6.43 0 (0%) 

Zhang-2017_mod 6.24 0 (0%) 

SanDiego-2018 57.75 0 (0%) 

Okafor-2018 40.32 0 (0%) 

Glarborg-2018 37.98 0 (0%) 

Shrestha-2019 47.15 0 (0%) 

POLIMI-2019 41.07 0 (0%) 

Han-2020 37.80 0 (0%) 

Wang-2020 6.20 0 (0%) 

Konnov-2021 22.28 0 (0%) 
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5.1.3. Flow reactor simulations 

 

Approximately 10% of the FR data points needed to be excluded in the first filtration 

step, and 8% of the remaining points in the second step. After all these exclusions, ca. 81% of 

the data points were included in the comparison. Table 11 shows the average error function 

values for the FR measurements. Four mechanisms, Zhang-2017, Zhang-2017_mod, 

POLIMI-2019, and Wang-2020 have an EFR value of less than 9 ï they are the 

best-performing models for this kind of experimental data, with Wang-2020 being the best. 

These models have only a few data points excluded in the second step as well. The Ei values 

by datasets are summarized in Table A7 for each mechanism. 

Table 11. The overall error function values for FR measurements (EFR) and the number of data points with a 

very high Eij value (Eij > 1000) for each mechanism. The percentages for the points omitted in step 2 are 

calculated as compared to the number of points included after step 1. All simulations were carried out by 

OpenSMOKE++. 

Mechanism EFR 
Eij > 1000 

(Step 2) 

Total number of XML s: 46 

Total number of datasets: 93 

Total number of data points: 1210 

Included data points: 1006 

Points omitted in step 1: 117 (9.7%)  

Points omitted in step 2: 87 (8.0%)  

GRI3.0-1999 43.59 36 (3.3%) 
SanDiego-2004 50.52 63 (5.8%) 

Tian-2009 25.79 10 (0.9%) 

Konnov-2009 38.70 34 (3.1%) 

POLIMI-2014 13.79 4 (0.4%) 

GDFKin-2016 27.65 6 (0.5%) 

Zhang-2017 7.50 1 (0.1%) 

Zhang-2017_mod 7.50 1 (0.1%) 

SanDiego-2018 47.91 58 (5.3%) 

Okafor-2018 34.62 42 (3.8%) 

Glarborg-2018 16.97 2 (0.2%) 

Shrestha-2019 25.21 7 (0.6%) 

POLIMI-2019 8.63 8 (0.7%) 

Han-2020 25.07 3 (0.3%) 

Wang-2020 5.97 7 (0.6%) 

Konnov-2021 43.07 34 (3.1%) 
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5.1.4. Burner stabilized flame simulations 

 

In the case of the flow reactor measurements, approximately 9% of the data points were 

excluded in the first filtration step; however, in the second filtration step, almost 20% of the 

points needed to be omitted. As can be seen in Table 12, there is a great difference between 

the number of points having an Eij value of more than 1000 for the various mechanisms. The 

two worst-performing models were the SanDiego-2004 and SanDiego-2018 mechanisms: 

they had an Eij value of more than 1000 for ca. 15% of the data points. In addition, 

GRI3.0-1999, POLIMI-2014, Okafor-2018, Han-2020 also had much more Eij > 1000 results 

after the first filtration step than other mechanisms. It is worth noting that none of the 

mechanisms have an EBSF value of less than 30, which shows that there is a large deviation 

between the experimental and simulation results of BSF experiments. The Ei values by 

datasets are summarized in Table A8 for each mechanism. 

Table 12. The overall error function values for BSF measurements (EBSF) and the number of data points with a 

very high Eij value (Eij > 1000) for each mechanism. The percentages for the points omitted in step 2 are 

calculated as compared to the number of points included after step 1. 

Mechanism EBSF 
Eij > 1000 

(Step 2) 

Total number of XMLs: 4 

Total number of datasets: 29 

Total number of data points: 361 

Included data points: 266 

Points omitted in step 1: 31 (8.6%)  

Points omitted in step 2: 64 (19.4%) 

GRI3.0-1999 72.80 31 (9.4%) 

SanDiego-2004 207.62 50 (15.2%) 

Tian-2009 33.00 2 (0.6%) 

Konnov-2009 32.84 1 (0.3%) 

POLIMI-2014 71.01 31 (9.4%) 

GDFKin-2016 40.83 2 (0.6%) 

Zhang-2017 35.91 6 (1.8%) 

Zhang-2017_mod 35.91 6 (1.8%) 

SanDiego-2018 216.59 50 (15.2%) 

Okafor-2018 65.61 31 (9.4%) 

Glarborg-2018 34.98 2 (0.6%) 

Shrestha-2019 30.28 0 (0.0%) 

POLIMI-2019 33.31 2 (0.6%) 

Han-2020 139.79 21 (6.4%) 

Wang-2020 35.91 6 (1.8%) 

Konnov-2021 30.19 1 (0.3%) 
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5.2. The comparison of the results with FlameMaster and OpenSMOKE++ 

 

FlameMaster and OpenSMOKE++ are combustion simulation packages that solve the 

kinetic system of differential equations numerically, and they use the same subroutine 

(CVODE [127]) to solve the initial value problem. To consider the simulation results reliable 

and reproducible, it is expected that the two solvers provide almost identical results for the 

same experiment (small deviations are allowed due to the numerical integration, especially in 

the case of 1D computations). To explore this, I chose four mechanisms, the 

Zhang-2017_mod, Glarborg-2018, Shrestha-2019, and POLIMI-2019 models (the last one 

was also found to be relatively reliable in Section 5.1). I performed the same simulations with 

both solver packages, and the average error function values were calculated for both cases 

(Table 13). Note, that the EBSF_OS values of Glarborg-2018 and Shrestha-2019 differ from 

those in Section 5.1 because several data points could not be simulated by FM; therefore, 

these points had to be excluded from this comparison. Also, in the case of FR experiments, 

adiabatic reactor settings were used for the simulations because the isotherm settings are not 

applicable in the case of FlameMaster. Hence, the overall error function values obtained with 

OS in this section differ from 

those in Section 5.1. This is also 

true for the number of included 

data points. Table 14 summarizes 

the results of the pointwise 

comparison of the simulation 

results obtained by the two solvers 

for the four reference 

mechanisms. It shows the 

percentage of the data points for 

which the two kinds of simulation 

results deviated significantly 

(ñsuspicious pointsò). I refer to 

the caption of Table 14 to the 

definition of suspicious points. 

 

Figure 9. Comparison of the computed OH* (excited OH) profiles 

by FlameMaster and OpenSMOKE++ during a ST-IDT 

experiment using the Zhang-2017_mod mechanism. Initial gas 

composition (in mole fractions): 0.03 CO, 0.0005 H2, 

0.01 N2O, 0.9595 Ar; temperature and pressure behind the 

reflected shock wave: 1838 K, 1.4 atm. These conditions refer to 

point 12 of x10401000.xml (see Table A2). 
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Table 13. Error function values of four selected mechanisms calculated by the FlameMaster and 

OpenSMOKE++ solvers, respectively. ȹ was calculated as (EOS ï EFM) / average(EOS; EFM).  

 Zhang-2017_mod Glarborg-2018 Shrestha-2019 POLIMI -2019 

 EJSR: 162 data points  

FM 19.34 17.03 16.49 15.43 

OS 19.34 17.03 16.49 15.43 

ȹ% 0.0% 0.0% 0.0% 0.0% 

 EST-IDT : 80 data points  

FM 6.16 37.95 46.77 41.07 

OS 6.24 37.98 47.16 41.19 

ȹ% +1.3% +0.1% +0.8% ī0.3% 

 EFR: 1049 data pointsa  

FM 26.63 39.14 65.05 19.08 

OS 26.60 39.02 64.91 18.93 

ȹ% ī0.1% ī0.3% ī0.2% ī0.8% 

 EBSF: 266/106 data pointsb  

FM 32.90 36.66 23.94 34.41 

OS 35.91 38.45 21.48 33.31 

ȹ% +8.8% +4.8% ī10.8% ī3.2% 

a: Different reactor settings were applied as in Section 5.1; therefore, the number of included points is also 

different. 
b: In the case of Glarborg-2018 and Shrestha-2019, not all BSF simulations could be performed by FM; 

therefore, only 107 data points were included in the comparison in those cases. 

Table 14. The pointwise comparison of the simulation results of FlameMaster and OpenSMOKE++. A data 

point was considered suspicious if the relative deviation between the simulation results obtained by the two 

solvers was more than 1% and the absolute deviation was more than 10 ppm in the case of the 

zero-dimensional concentration measurements (JSR, FR) and more than 3 ɛs in the case of the ST-IDT 

measurements. These limits were 5% and 20 ppm for the BSF experiments (one-dimensional simulations). 

 Zhang-2017_mod Glarborg-2018 Shrestha-2019 POLIMI -2019 

 JSR 

Investigated points: 183 183 183 183 

Suspicious points: 0 (0%)  0 (0%)  0 (0%)  0 (0%)  

 ST-IDT  

Investigated points: 80 80 80 80 

Suspicious points: 0 (0%)  0 (0%)  0 (0%)  0 (0%)  

 FR 

Investigated points: 1210 1210 1210 1210 

Suspicious points: 0 (0%)  0 (0%)  0 (0%)  2 (0.2%)  

 BSF 

Investigated points: 361 186 186 361 

Suspicious points: 175 (48%)  79 (43%)  58 (31%)  209 (58%)  
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As can be seen in Table 13 and Table 14, the results of the JSR, ST-IDT, and FR 

computations agree excellently; therefore, these simulation data can be considered reliable. In 

Section 5.1.2, the results of OS were used for the mechanism comparison because the 

simulations with OS are faster than with FM, in general. To demonstrate the excellent 

agreement between the solutions of the two solvers, the computed OH* concentration profiles 

during an ST-IDT experiment are plotted together in Figure 9. The ignition delay time was 

determined based on the OH* concentration profile in this experiment. 

In the case of BSF measurements, the deviation between the simulation results of the 

two solvers is much more significant than in the previous cases (Table 13 and Table 14). This 

is not surprising because in the case of one-dimensional simulations, a greater numerical error 

can be expected, although a maximum of ca. 5% deviation would be satisfactory. It can also 

be seen that in some cases, FM provides somewhat lower average E values 

(Zhang-2017_mod, Glarborg-2018), but in other cases, the OS better reproduces the 

experimental data, on average (Shrestha-2019, POLIMI-2019). However, as shown in Table 

14, a very large fraction of the data points can be considered ñsuspiciousò (30ï60%). It 

means, for example, that even though the EBSF values of POLIMI -2019 differ only by 0.3%, it 

is because the pointwise large deviations between the simulation results to either direction 

compensate each other, which results in the very similar average EBSF values. Note, that there 

are several suspicious points in all XMLs for each mechanism, so these points do not belong 

to only one or a few experiments. In Section 5.1.4, the results of OS were used because in that 

case, all simulations were successful, whereas FM failed to simulate at least one experiment 

for several mechanisms. This way, no data point needed to be omitted due to failed 

simulations. 

Figure 10 shows the profiles of some physicalïchemical properties computed in a 

burner stabilized flame by the two solvers. The experimental temperature values are usually 

published for BSF measurements at certain distances from the burner plate, and this 

information is stored in the XML file. The solvers use this experimental temperature profile 

for the computations, and they calculate the temperature values between the distances where 

they were experimentally measured by linear interpolation. Therefore, the computed 

temperature profiles of the two solvers agree well (top left graph). However, as shown for CO 

and OH, the computed concentration profiles do not coincide satisfactorily. One possible 

reason for the disagreement is the fact that even though the number of grid points is 

approximately equal in the two cases, the two solvers distribute the grid points in different 

ways along the distance axis (see Figure 10), which may cause deviations in the simulation 
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results. It can be concluded that the BSF simulation results obtained with either or both of the 

utilized solvers may not be reliable; therefore, mechanism comparison and development 

should not be based on these experimental data. 

 

 

Figure 10. Comparison of the computed temperature and some concentration profiles by FlameMaster and 

OpenSMOKE++ during a BSF experiment using the Zhang-2017_mod mechanism. Note the different scaling of 

the OH concentration axes in the two graphs at the bottom: they are used to highlight the concentration 

differences at small OH concentrations (log scale) and large OH concentrations (linear scale).  Initial (unburnt) 

gas composition (in mole fractions): 0.082 CO, 0.258 H2, 0.284 N2O, 0.376 Ar; unburnt gas pressure: 30 Torr, 

temperature: 300 K, initial flow rate: 83 cm / s. These conditions refer to x60401000.xml (see Table A4). The 

flame front is at around 1 cm from the burner plate on this distance scale. 

  










































































































